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ABSTRACT

Much recent research has demonstrated that the correlation
between a language model’s perplexity and its effect on the word
error rate of a speech recognition system is not as strong as was
once thought. This represents a major problem for those in-
volved in developing language models. This paper describes
the development of new measures of language model quality.
These measures retain the ease of computation and task inde-
pendence that are perplexity’s strengths, yet are considerably
better correlated with word error rate. This paper also shows
that mixture-based language models are improved by applying
interpolation weights which are optimised with respect to these
new measures, rather than a maximum likelihood criterion.

1. INTRODUCTION

For many years, perplexity [2] has been the measure by which
the quality of language models has been evaluated. There are
good reasons for this; it is a simple, well-understood measure
that fits into the maximum likelihood framework, and which can
be computed quickly. However, recent work on language mod-
elling has demonstrated that the correlation between a language
model’s perplexity and its effect on the word error rate (WER) of
a speech recognition system is not as strong as was once thought.
There are many examples of cases in which a language model
has a much lower perplexity than the baseline model, but does
not result in a reduction in WER, and often results in a degrada-
tion in recognition accuracy (see, for example, [6]). This paper
discusses alternative measures to perplexity. These measures are
better correlated with WER, yet retain the ease of computation
and task independence that are perplexity’s strengths.

The calculation of perplexity is based on the probability that
the language model assigns to some test text. If the language
model is successful it will assign a high probability to this test
text, with the result that the language model will have a low per-
plexity. Thus perplexity is based solely on the probabilities of
the words which actually occur in the test text. It disregards the
way in which the remaining probability mass is distributed over
the alternative words, which may be competing with the correct
word in the decoder of a speech recognition system. We will
show that this additional information is important, and that in-
cluding it in our methods of evaluating language models leads to
measures which are better correlated with WER. Finally, we will
show how the information from the new measures can be used to
select more appropriate interpolation weights for mixture-based
language models. Such interpolation weights lead to a small,
but statistically significant improvement in WER as compared
to the original maximum likelihood weights.

2. MOTIVATION – SAME-PERPLEXITY LANGUAGE
MODELS

Previous work has shown that it is possible to construct mixture-
based language models which have lower perplexities than the
baseline model, but result in higher error rates [6]. If one re-
duces the amount of training data available to these mixture-
based models, their perplexities and the resulting WERs are
likely to be increased. Indeed, if one selects the appropriate
amounts of training data for each language model, it is possible
to generate mixture-based models that have the same perplexity
as the baseline trigram model, but result in a higher WER. These
models will therefore differ in some important way, despite hav-
ing identical perplexities. By investigating the manner in which
the models differ it is to be hoped that some light might be shed
on the discrepancy between WER and perplexity.

A mixture-based language model with the same perplexity
as the baseline trigram model was constructed, and its effect on
WER was evaluated. The results are summarised in Table 1.

Model % Data Perplexity WER
Baseline 100 134.4 37.9

Mixture-based 42 134.4 39.3

Table 1: Summary of same-perplexity language models

Consider a function �������
	 which indicates the frequency
with which words are assigned a log probability of � by the
language model � . The value � of the mean log probability of
the words in the test text can be computed given the values of
this function:
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Since perplexity is based on the mean log probability of the
words in the test text ���� :
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	 contains at least as much useful information as the value
of perplexity, and possibly somewhat more.

The function ���@���
	 was estimated by partitioning the prob-
ability range into 100 bins which are spaced equally in the log
domain. For each language model, the number of words in the
test text which have language model probabilities in each bin
was computed. Figure 1 shows the resulting functions for the
mixture-based model and the baseline trigram model.

The key observation to make from this graph is that the
probability distribution curve for the mixture-based model is
almost identical to that of the baseline trigram model. These
models result in different WERs, yet there is not sufficient in-
formation in the probabilities of the words in the test text to



−8 −7 −6 −5 −4 −3 −2 −1 0
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

log
10

(Probability)

Fr
eq

ue
nc

y

Trigram
Mixture

Figure 1: Probability distribution graph. Comparison of� trigram ���
	 and � mixture ����	
distinguish between them. It seems then, that the information
needed to discriminate between these models is not contained
in the probabilities of the words which actually occur in the test
text. Rather, it seems that one must consider the way in which
the remaining probability mass is distributed over the alternative
words, which will compete with the correct word in the decoder
of a speech recogniser. It is this observation which motivates the
work in the rest of this paper.

3. EXPERIMENTAL CONDITIONS

In order to investigate the correlation between WER and new
language model evaluation measures, it is clearly necessary to
have a large set of language models upon which to base the ex-
periments.

A set of 50 language models was constructed. These mod-
els comprise bigram, trigram, mixture- and cache-based models,
which have been trained on either the broadcast news corpus
[10] or British National Corpus [4]. Different quantities of the
training corpora were used to train each language model, and
various cutoffs were applied. The WER which results from us-
ing each language model was computed.

This work was carried out for the broadcast news task. All
WER results are based on the six shows of the 1996 Hub 4 de-
velopment test. The results were generated by rescoring lattices
produced by a simplified version of the 1996 Hub 4 Abbot sys-
tem [7].

The strength of the correlation between the new evaluation
schemes and WER was evaluated using three correlation co-
efficients: the Pearson product-moment correlation coefficient� , the Spearman rank-order correlation coefficient ��� , and the
Kendall rank-order correlation coefficient

�
. Detailed infor-

mation on these correlation coefficients can be found in many
standard statistics books (see, for example, [3] for the Pearson
product-moment correlation coefficient and [11] for the Spear-
man and Kendall rank-order correlation coefficients).

The language model evaluation schemes which will be de-
scribed in this paper are evaluated with respect to the reference
transcription of the broadcast news shows upon which the WER
scores are based, rather than the much larger language model
test text. This circumvents the problems caused by any potential
mismatch between the language model test text and the recogni-
tion task itself.

4. MEASURES OF LANGUAGE MODEL QUALITY

4.1. Perplexity

Perplexity has been used as a method of evaluating language
models for several years and in this paper it serves as the base-
line measure. The correlation of WER and perplexity on the test
set of fifty language models was evaluated according to the three
correlation coefficients described above. The results are shown
in Table 2.

� � � �
Perplexity 0.955 0.955 0.840

Table 2: Correlation of perplexity with WER

4.2. Rank

Perplexity measures the language model’s success according to
the probability it assigns to each of the words in the test text. An
alternative approach is to evaluate the language model according
to the proportion of words which have a higher probability than
the target word at each point in the test text. By so doing, the
measure encodes the quality of the target word’s prediction rel-
ative to the other words with which it will be competing within
the speech decoder.

The rank of the target word, given a particular history, is de-
fined as the word’s position in an ordered list of the word prob-
abilities. For each language model, the rank of each word in the
reference file was calculated. Hence the mean log rank of each
language model was computed, and the strength of the correla-
tion between this measure and WER evaluated. The results are
shown in Table 3.

� ��� �
Mean log rank -0.967 -0.957 -0.846

Table 3: Correlation of mean log rank with WER

These results indicate that the mean log rank is at least as
well correlated with WER as perplexity is.

4.3. Entropy

Given a particular word history � � � , the entropy of the distribu-
tion in bits is given by

� 
�� 	
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Therefore, the entropy is related to the expected value of the
log probability given the word history in the following way:
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Since perplexity is based on the mean log probability of
words in the test text, and the log probability and entropy are
related in this way, the measure that was developed was based
on the mean entropy over the test text.

The strength of the correlation between this measure and the
WER was calculated, and the results are shown in Table 4.

These results show that the entropy is not as well correlated
with WER as some of the other proposed language model eval-
uation measures. In particular, it is inferior to perplexity. How-
ever, there is a clear correlation displayed by these results, so



� � � �
Mean entropy -0.799 -0.792 -0.602

Table 4: Correlation of mean entropy with WER

some useful information is certainly present in this measure. In
Section 5 the manner in which this information can be more
fruitfully used will be investigated.

4.4. Low probability estimates

The set of fifty language models makes it possible not only to
investigate new language model evaluation measures, but also
to evaluate previously proposed ones. In [1] language models
are compared according to the number of words in the test text
which receive probability estimates below a certain threshold.
The premise is that recognition errors are strongly correlated
with very low language model estimates. Therefore, the corre-
lation between WER and measures of the form

� ���
	4
�� of words � in test text such that

 ���!	�� � (5)

was investigated. The results are shown in Table 5.

� � � �� ��� ��� 	 -0.919 -0.893 -0.726� ��� � � � 	 -0.915 -0.917 -0.768� ��� � � � 	 -0.833 -0.817 -0.640� ��� � � � 	 -0.646 -0.544 -0.388

Table 5: Correlation of low probability estimates with WER

These results indicate that the number of very low probabil-
ity estimates in the test set is not as well correlated with WER as
some of the other measures investigated in this paper. Certainly
the measure used in [1],

� ��� � � � 	 , is much less well correlated
with WER than perplexity is for the set of language models in-
vestigated here.

5. COMBINING INFORMATION SOURCES

5.1. Correlation between measures

The probability, rank and entropy were computed for each of the
words in the test text according to the baseline broadcast news
language model. The value of � � for each pair of features was
then calculated. The results are shown in Table 6.

Feature 1 Feature 2 � �
Probability Rank -0.985
Probability Entropy -0.378

Rank Entropy 0.381

Table 6: Correlation between language model features

These results clearly show that there is a very strong cor-
relation between a word’s probability and its rank. That is, the
two features provide very similar information. Conversely, there
seems to be much less correlation between a word’s probability
and the entropy of the distribution at that point in the test text.
Thus, the information provided by these features is, in some
sense, orthogonal. Given that both features provide information
which is useful in predicting WER, it seems that if the informa-
tion sources can be combined, a superior measure of language
model quality would result.

5.2. Combination of log probability and entropy

In order to develop measures of language model quality which
are better correlated with WER, the information from the proba-
bility of the target word and the entropy at each point in the test
text was combined.

Since the entropy
�

is the negative value of the expected
log probability of the next word, the values that were combined
were the log probability of the target word ����� � � 
 ��� � � � � � �� 	/	
and the negative entropy:

� � ��� � � �� 	 
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These values were combined using linear interpolation, both in
the log domain, leading to a measure which will be referred to
as 	 log ��
�	 and after converting back from the log domain, giv-
ing a measure called 	 exp ��
�	 . If the test text is �(�� , then these
measures can be expressed as

	 log ��
�	4
 �� �	
��
 �

�
��
 � ��� � � �� 	��

� � ��
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and

	 exp ��
�	4
 �� �	
��
 �

� 
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�	 
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The values of these measures were computed for a range of
values of 
 . The strength of the correlation between the resulting
measures and WER was computed. The results are shown in
Table 7.

� ��� �
	 log ����	 (Baseline) 0.966 0.955 0.840	 log ��� � ��� 	 0.969 0.960 0.853	 log ��� � � 	 0.971 0.965 0.868	 log ��� � � 	 0.971 0.964 0.863	 log ��� � � 	 0.964 0.957 0.837	 exp ��� � ��� � 	 0.970 0.962 0.853	 exp ��� � ����� 	 0.970 0.963 0.856	 exp ��� � � � 	 0.965 0.955 0.842	 exp ��� � ��� 	 0.959 0.952 0.835

Table 7: Correlation of combined measures with WER

These results show that combining the information from
the two sources leads to language model evaluation measures
which are better correlated with WER than either of the indi-
vidual measures. In particular, 	 log ��� � � 	 performs considerably
better than perplexity in this respect. This clearly demonstrates
that information concerning the manner in which the probability
mass is distributed over non-target words is useful in predicting
WER.

6. APPLICATION TO LANGUAGE MODEL
DEVELOPMENT

In [5] and [6], mixture-based models were described. Small
topic- or style-homogeneous language models were constructed,
and their output was combined using interpolation weights cho-
sen to satisfy a maximum likelihood criterion (and hence to min-
imise perplexity). This led to models which had considerably



lower perplexities than the baseline trigram model, but no de-
crease in WER. Furthermore, in [6], it was shown that even
choosing the interpolation weights to maximise the likelihood
of the reference transcription of the speech being decoded led to
no improvement in WER.

This paper has described the development of measures of
language model quality which correlate better with WER than
perplexity does. Since the ultimate aim of mixture-based models
is to reduce WER, the interpolation weights should be chosen
with this in mind. Therefore, we attempt to choose interpolation
weights which are optimised with respect to our new measures.

The probability estimate from a mixture-based model is sim-
ply a linear combination of the probability estimates from a set
of component models [5]:
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The aim, therefore, is to select interpolation weights 

�

in
order to maximise a more appropriate measure. In this case, we
aim to maximise 	 log ��� � � 	 . This technique was applied to gen-
erate new interpolation weights for mixture-based models based
on 30 mixture components trained on both the broadcast news
corpus and the British National Corpus. In both cases, super-
vised adaptation (in which the interpolation weights are chosen
based on the reference transcription) and unsupervised adap-
tation (where the interpolation weights are based on the first
recognition pass) were applied. Lattice rescoring experiments
were carried out using the resulting interpolation weights. The
results are presented in Table 8, and are compared with the re-
sults of using the conventional maximum likelihood weights.

Weights
Training text Adaptation ML New

Broadcast news Unsupervised 38.2% 38.1%
Broadcast news Supervised 38.0% 37.9%

BNC Unsupervised 42.3% 41.9%
BNC Supervised 41.8% 41.6%

Table 8: Comparison of WERs achieved by maximum likelihood
(“ML”) and WER optimised interpolation weights (“New”)

These results show that the new weights chosen to opti-
mise 	 log ��� � � 	 perform consistently better than the the old max-
imum likelihood weights. While the difference in performance
is small, the improvements are consistent, and the overall dif-
ference between the WER optimised and maximum likelihood
weights is statistically significant at the 1% level according to
the matched pairs sentence segments word error test [9].

It should be noted that the ability to choose more appropri-
ate interpolation weights does not merely allow for improved
adaptive language models to be created. Any language model
in which multiple information sources are combined using wei-
ghts chosen to minimise perplexity can be improved using this
method. Such techniques are currently used in many state-of-
the-art systems for the transcription for broadcast news. In the
1998 broadcast news systems from both LIMSI [8] and Cam-
bridge University’s HTK group [12], individual language mod-
els are constructed for each source of training data, and com-
bined using linear interpolation with weights chosen to min-
imise perplexity. In such cases, it is to be expected that WER
could be reduced by the application of WER optimised interpo-
lation weights.

7. CONCLUSIONS

This paper has described the development of new measures of
language model quality. It has been shown that some mea-
sures based on the entire probability distribution (rather than
simply the probability of the target words) are better correlated
with WER than perplexity is. Moreover, it has been shown that
mixture-based language models are improved by applying inter-
polation weights which are optimised with respect to these new
measures.
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