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Abstract. This paper describes a highly flexible approach to real-time
frame-rate tracking in complex camera and structures configurations,
including the use of multiple cameras and the tracking of multiple or
articulated targets. A powerful and general method is presented for ex-
pressing and solving the constraints which exist in these configurations
in a principled manner. This method exploits the geometric structure
present in the Lie group and Lie algebra formalism to express the con-
straints that derive from structures such as hinges or a common ground
plane. This method makes use of the adjoint representation to simplify
the constraints which are then applied by means of Lagrange multipliers.

1 Introduction

The tracking of known three-dimensional objects is useful for numerous appli-
cations, including motion analysis, surveillance and robotic control tasks. This
paper presents a novel approach to visual tracking in complex camera and struc-
ture configurations, including the use of multiple cameras and the tracking of
multiple structures with constraints or of articulated structures. Earlier work in
the tracking of rigid bodies [1] which employs a Lie group and Lie algebra for-
malism is exploited in order to simplify the difficulties that arise in these more
complex situations and thus provide a real-time frame-rate tracking system.
The paper first reviews work on the tracking of rigid bodies and then de-
scribes the Lie group and Lie algebra formalism used within the rigid body
tracking system which is used as the basis for more complex configurations. It
then shows how this formalism provides a powerful means of managing complex
multi-component configurations; the transformation of measurements made in
differing co-ordinate frames is simplified as is the expression of constraints (e.g.
hinge or slide) that are present in the system. These constraints can then be im-
posed by means of Lagrange multipliers. Results from experiments with real-time
frame-rate systems using this framework are then presented and discussed.

1.1 Model-based tracking

Because a video feed contains a very large amount of data, it is important to
extract only a small amount of salient information if real-time frame (or field)



rate performance is to be achieved [2]. This observation leads to the notion of
feature based tracking [3] in which processing is restricted to locating strong
image features such as contours [4, 5].

A number of successful systems have been based on tracking the image con-
tours of a known model. Lowe [6] used the Marr-Hildreth edge detector to extract
edges from the image which were then chained together to form lines. These lines
were matched and fitted to those in the model. A similar approach using the
Hough transform has also been used [7]. The use of two-dimensional image pro-
cessing incurs a significant computational cost and both of these systems make
use of special purpose hardware in order to achieve frame rate processing.

An alternative approach is to render the model first and then use sparse
one-dimensional search to find and measure the distance to matching (nearby)
edges in the image. This approach has been used in RAPID [8], CONDENSATION
[9] and other systems [10, 11, 12]. The efficiency yielded by this approach allows
all these systems to run in real-time on standard workstations. The approach is
also used here.

Using either of these approaches, most systems (except CONDENSATION) then
compute the pose parameters by linearising with respect to image motion. This
process is reformulated here in terms of the Lie group SE(3) and its Lie algebra
(see [13, 14] for a good introduction to Lie groups and their algebras). This for-
mulation is a natural one to use since SE(3) exactly represents the space of poses
that form the output of a system which tracks a rigid body. Differential quanti-
ties such as velocities and small motions in the group then correspond to the Lie
algebra of the group (which is the tangent space to the identity). Thus the rep-
resentation provides a canonical method for linearising the relationship between
image motion and pose parameters. Further, this approach can be generalised to
other transformation groups and has been successfully applied to deformations
of a planar contour using the groups GA(2) and P(2) [15].

Outliers are a key problem that must be addressed by systems which measure
and fit edges. They frequently occur in the measurement process since additional
edges may be present in the scene in close proximity to the model edges. These
may be caused by shadows, for example, or strong background scene elements.
Such outliers are a particular problem for the traditional least-squares fitting
method used by many of the algorithms. Methods of improving robustness to
these sorts of outliers include the use of RANSAC [16], factored sampling [9]
or regularisation, for example the Levenberg-Marquadt scheme used in [6]. The
approach used here employs iterative re-weighted least squares (a robust M-
estimator).

There is a trade-off to be made between robustness and precision. The CON-
DENSATION system, for example, obtains a high degree of robustness by taking a
large number of sample hypotheses of the position of the tracked structure with
a comparatively small number of edge measurements per sample. By contrast,
the system presented here uses a large number of measurements for a single po-
sition hypothesis and is thus able to obtain very high precision in its positional
estimates. This is particularly relevant in tasks such as visual servoing since the



dynamics and environmental conditions can be controlled so as to constrain the
robustness problems, while high precision is needed in real-time in order for the
system to be useful.

Occlusion is also a significant cause of instabilities and may occur when the
object occludes parts of itself (self occlusion) or where another object lies between
the camera and the target (external occlusion). RAPID handles the first of these
problems by use of a pre-computed table of visible features indexed by what is
essentially a view-sphere. By contrast, the system presented here uses graphical
rendering techniques [17] to dynamically determine the visible features and is
thus able to handle more complex situations (such as objects with holes) than
can be tabulated on a view-sphere.

External occlusion can be treated by using outlier rejection, for example
in [16] which discards primitives for which insufficient support is found, or by
modifying statistical descriptions of the observation model (as in [18]). If a model
is available for the intervening object, then it is possible to use this to re-estimate
the visible features [19, 7]. Both of these methods are used within the system
presented here.

1.2 Articulated Structures

A taxonomy of non-rigid motion is given in [20]. This paper is only concerned
with what is classified as articulated motion, which can be characterised as com-
prising rigid components connected by simple structures such as hinges, slides
etc.

Lowe [21] also considered articulated motion, which was implemented by
means of internal model parameters which are stored in a tree structure. By
contrast, the approach presented here uses a symmetric representation in which
the full pose of each rigid component is stored independently. Constraints are
then imposed on the relationships between component pose estimates. A similar
approach has been taken for tracking people [22] which relies on prior extraction
of accurate silhouettes in multiple synchronised views of each frame which are
then used to apply forces on the components of the three dimensional model.

2 Tracking a Rigid Structure in a Single View

This section will review the rigid body tracking system which is used as a basis
for the extensions which are presented in this paper. The approach used here for
tracking a known 3-dimensional structure is based upon maintaining an estimate
of the camera projection matrix, P, in the co-ordinate system of the structure.
This projection matrix is represented as the product of a matrix of internal
camera parameters:
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and a Euclidean projection matrix representing the position and orientation of
the camera relative to the target structure:

E=[Rt] withRR" =Tand|R|=1 (2)

The projective co-ordinates of an image feature are then given by
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with the actual image co-ordinates given by
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Rigid motions of the camera relative to the target structure between con-
secutive video frames can then be represented by right multiplication of the
projection matrix by a Euclidean transformation of the form:
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These M, form a 4 x 4 matrix representation of the group SE(3) of rigid
body motions in 3-dimensional space, which is a 6-dimensional Lie Group. The
generators of this group are typically taken to be translations in the z, y and 2
directions and rotations about the z, y and z axes, represented by the following
matrices:

Gi = [ (6)
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These generators form a basis for the vector space (the Lie algebra) of deriva-
tives of SE(3) at the identity. Group elements can be obtained from the genera-
tors via the exponential map:

0
G4:[8
0

M = exp(a;G;) (7)

Thus, if M represents the transformation of the structure between two adjacent
video frames, then the task of the tracking system becomes that of finding the
a; that describe the inter-frame transformation. Since the motion will be small,
M can be approximated by the linear terms:

M=~ I+ a;G; (8)

Consequently, the motion is approximately a linear sum of that produced by
each of the generators. The partial derivative of projective image co-ordinates
with respect the ith generating motion can be computed as:
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Fig.1. Computing the normal component of the motion and generator vector fields
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giving the motion in true image co-ordinates. A least-squares approach can then

be used to fit the observed motion of image features between adjacent frames.

This process is detailed in Section 2.1.

The features used in this work for tracking are the edges that are present
in the model. These are strong features that can be reliably found in the image
because they have a significant spatial extent. Furthermore, this means that
a number of measurements can be made along each edge, and thus they may
be accurately localised within an image. This choice also makes it possible to
take advantage of the aperture problem (that the component of motion of an
edge, tangent to itself, is not observable locally), since it allows the use of one-
dimensional search along the edge normal (see Figure 1). The normal component
of the motion fields, L; are then also computed (as f; = L; - 71) and d can be
fitted as a linear combination of the projections of the f;.

In order to track the edges of the model as lines in the image, it is necessary
to determine which (parts of) lines are visible at each frame and where they are
located relative to the camera. This work uses binary space partition trees [17]
to dynamically determine the visible features of the model in real-time. This
technique allows accurate frame rate tracking of complex structures such as the
ship part shown in Figure 2. As rendering takes place, the stencil buffer is used to
locate the visible parts of each edge by querying the buffer at a series of points
along the edge prior to drawing the edge. Where the line is visible, tracking
nodes are assigned to search for the nearest intensity discontinuity in the video
feed along the edge normal (see Figure 4).

Figure 3 shows system operation. At each cycle, the system renders the ex-
pected view of the object (a) using its current estimate of the projection matrix,
P. The visible edges are identified and tracking nodes are assigned at regular
intervals in image co-ordinates along these edges (b). The edge normal is then
searched in the video feed for a nearby edge (c). Typically m ~ 400 nodes are



Fig. 2. Image and CAD model of ship part

assigned and measurements made in this way. The system then projects this m-
dimensional measurement vector onto the 6-dimensional subspace corresponding
to Euclidean transformations (d) giving the least squares estimate of the motion,
M. The Euclidean part of the projection matrix, F is then updated by right mul-
tiplication with this transformation (e). Finally, the new projection matrix P is
obtained by multiplying the camera parameters K with the updated Euclidean
matrix to give a new current estimate of the local position (f). The system then
loops back to step (a).

2.1 Computing the Motion

Step (d) in the process involves the projection of the measurement vector onto
the subspace defined by the Euclidean transformation group. This subspace is
given by the ff which describe the magnitude of the edge normal motion that
would be observed in the image at the ¢ node for the it group generator.
These can be considered as a set of m-dimensional vectors which describe the
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Fig. 3. Tracking system operation



Fig. 4. Tracking nodes are assigned and distances measured

motion in the image for each mode of Euclidean transformation. The system then
projects the m-vector corresponding to the measured distances (to the observed
edges) onto the subspace spanned by the transformation vectors. The geometric
transformation of the part which best fits the observed edge positions can be
found by minimising the square error between the transformed edge position and
the actual edge position (in pixels). This process is performed as follows:

v = ngff (11)
3

Cij = fifi (12)
3

o = Cz-;l’Uj (13)

(with Einstein summation convention over Latin indices used throughout this
paper). It can be seen that setting 3; = a; gives the minimum (least-squares)
solution to

S=3 (d*—Biff) (19)
3
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and setting 8; = a; and substituting (13) gives
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Fig. 5. Frames from video of tracking sequence: The CAD model of the ship part is
superimposed on the video image using the estimate of the projection matrix.

The «; thus define a linear approximation to the Euclidean motion which min-
imises the sum squared error between the model and the observed lines. When
more complex configurations are examined, it becomes important to consider
how the sum squared error varies when (3; # a;. Setting 8; = a; + &;, (15) gives

0S8

9% :0+2;f§ffsj (19)
= 2Cjj¢; (20)

and integrating gives
S = 8o + €:Cije; where Sy = S|:=0 (21)

All that remains for the rigid body tracker is to compute the matrix for the
motion of the model represented by the a; and apply it to the matrix E in (2)
which is done by using the exponential map.

Et_;,_]_ = Et exp(Eza,Gz) (22)

The system is therefore able to maintain an estimate of £ (and hence P)
by continually computing the coefficients a; of inter-frame motions (see Figure
5). This method has also been extended to include the motion of image features
due to the change in internal camera parameters and thus provide a method for
on-line camera calibration [23]. In practice the simple least squares algorithm is
not robust to outliers so the terms in (11) and (12) are reweighted by a decaying
function of d¢ to obtain a robust M-estimator. The reweighting causes the algo-
rithm to become iterative (since d¢ varies with each iteration) but convergence

in all but extreme conditions is very fast and only one iteration is used per video
frame/field.

3 Complex configurations

The rigid body tracking system presented in the previous section is now used
as the basis of an approach which is designed to operate in more complex con-



figurations. A novel framework for constructing tracking systems within these
configurations is now presented, which takes advantage of the formulation and
computational operation of the rigid body tracker. Such configurations arise in
a number of ways,

Multiple cameras: It is often desirable to use more than one camera to obtain
information about a scene since multiple view configurations can provide
higher pose precision (especially when a large baseline is used) and also
increase the robustness of the tracker.

Multiple targets: There are many situations in which knowing the relation-
ship between the camera and a single target is insufficient. This occurs par-
ticularly when the position of the camera is not of direct interest. In these
situations, it is often desirable to measure the relationship between two or
more targets that are present in the scene, for example between two vehicles
and the road, or between a robot tool and its workpiece.

Articulated targets: Many targets of interest are not simple rigid bodies, but
contain internal degrees of freedom. This work is restricted to considering
targets which comprise a number of rigid components connected by hinges
or slides etc.

The simplest way to handle these configurations is merely to run multiple
instances of the rigid body tracker concurrently, one per component per camera.
Thus, for example three cameras viewing two structures would require six con-
current trackers. Unfortunately, this naive approach can introduce many more
degrees of freedom into the system than are really present. In this example, even
if the cameras and structures can move independently, there are only 24 degrees
of freedom in the world, whereas the system of six trackers contains 36. In gen-
eral, this is a bad thing since problems such as ill-conditioning and high search
complexity are more prevalent in high dimensional systems and also because the
solution thus generated can exhibit inconsistencies. The natural approach to this
problem is to impose all of the constraints that are known about the world upon
the tracking system.

4 Applying Constraints

Multiple Cameras: In the case in which multiple cameras are used to view
a scene, it may be that the cameras are known to be rigid relative to one
another in space. In this case, there are 6 constraints that can be imposed
on the system for every camera additional to the first.

Multiple structures: Where the system is being used to track multiple struc-
tures, it is often the case that other constraints apply between the structures.
For example two cars will share a common ground-plane, and thus a system
in which two vehicles observed from an airborne camera will have three con-
straints that apply to the raw twelve dimensions present in the two trackers,
reflecting the nine degrees of freedom present in the world.



Articulated structures: This is really a special case of constrained multiple
structures, except that there are usually more constraints. A hinged struc-
ture, for example has seven degrees of freedom (six for position in the world
and one for the angle of the hinge). When the two components of the struc-
ture are independently tracked, there are five hinge constraints which apply
to the system.

Because these constraints exist in the world, it is highly desirable to impose
them on the system of trackers. Each of the trackers generates an estimate for
the motion of one rigid component in a given view, o; in (13) as well as a matrix
C;j in (12) which describes how the error varies around that estimate. Thus the
goal is to use both of these pieces of information from each tracker to obtain
a global maximum a-posteriori estimate of the motion subject to satisfying the
known constraints. This raises three issues which must be addressed:

1. Measurements from different trackers are made in different co-ordinate frames.
2. How can the constraints be expressed?
3. How can they then be imposed?

4.1 Co-ordinate frames

The first difficulty is that the o; and the C;; are quantities in the Lie algebra
deriving from the co-ordinate frame of the object being tracked. Since these
are not the same, in general, for distinct trackers, a method for transforming
the a; and Cj; from one co-ordinate frame to another is needed. Specifically,
this requires knowing what happens to the Lie algebra of SE(3) under R® co-
ordinate frame changes. Since these frame changes correspond to elements of the
Lie group SE(3), this reduces to knowing what happens to the Lie algebra of
the group under conjugation by elements of the group. This is (by definition)
the adjoint representation of the group which is a n X n matrix representation,
where n is the dimensionality of the group (six in the case of SE(3)). The adjoint
representation, ad(M), for a matrix element of SE(3), M, can easily be computed
by considering the action of M on the group generators, G;, by conjugation:

MGiM_l = Zad(M)ijGj (23)
J

If (with a slight abuse of notation) M = [R|¢], this is given by
ad(M) = [ R O]

[t/\]R R where [t/\]ij = Ez'jktk (24)

To see that these 6 x 6 matrices do form a representation of SE(3), it is only
necessary to ensure that multiplication is preserved under the mapping into the
adjoint space (that ad(M;) ad(M2) = ad(M;M>)) which can easily be checked
using the identity R;[t2n]R] " = [Rit2n]. Thus if M transforms points from co-
ordinate frame 1 into frame 2, then ad(M) transforms a vector in the Lie algebra



of frame 1 into the Lie algebra of frame 2. Using this, the quantities in equations
(11) — (13) can be transformed as follows (see Figure 6(a—b)):

o =ad(M) a (25)
C' = ad(M) C ad(M)T (26)
o' =ad(M) Tv (27)

4.2 Expressing constraints

It is useful to have a generic method for expressing the constraints that are
present on the given world configuration since this increases the speed with which
models for new situations may be constructed. In the Lie algebra formalism, it
is very easy to express the constraints that describe a hinge, a slide or the
existence of a common ground plane since the relationship between the motion
in the algebra and the constraints is a simple one.

The presence of a hinge or common ground plane are holonomic constraints
which reduce the dimensionality of the configuration space by five and three re-
spectively. This results in a seven or nine dimensional sub-manifold representing
legal configurations embedded within the raw twelve dimensional configuration
manifold. The tangent space to this submanifold corresponds to the space of ve-
locities which respect the constraint. This means that at each legal configuration
there is a linear subspace of legal velocities, which implies that the constraints on
the velocities must be both linear and homogeneous (since zero velocity results
in a legal configuration). Thus if 51 and 5 correspond to the motions of the two
rigid components (in their Lie algebras) then the constraints must take the form

Bi-ci+B2-cy=0 (28)

There must be five such ¢; and ¢o for the hinge or three for the common
ground plane. As a simple example, consider the case of a hinge in which the
axis of rotation passes through the origin of component 1’s co-ordinate frame
and lies along its z axis. When the motions of the two parts are considered in
1’s frame, then their translations along all three axes must be the same as must
their rotations about the 2 and y axes; only their rotations about the 2z axis
can differ. Since component 2’s motion can be transformed into 1’s co-ordinate
frame using the adjoint representation of the co-ordinate transformation, the
constraints now take the form

Br-ci+Bh-ch=0 (29)



where 8, = ad(E;'E»)f2 is the motion of component 2 in 1’s frame. In this
example, the ¢; and ¢y vectors for the five constraints become particularly simple:

1 0 0 0 0
0 1 0 0 0
. 1ol [o] [2| lo| [o
cl_ 0 9 0 9 0 9 1 9 0 (1<7'<5) (30)
0 0 0 0 1
0 0 0 0 0
with ¢ = —ci. In the case of a common ground plane in 1’s z-y plane, only

constraints 3, 4 and 5 are needed. If the hinge or ground plane are placed else-
where then the adjoint representation can be used to transform the constraints
by considering a Euclidean transformation that takes this situation back to the
simple one.

4.3 Imposing the constraints

Since the constraints have a particularly simple form, finding the optimal (3;
and B} is also an easy matter. This is done by modifying the least-squares fitting
procedure used for the single tracker, which is adapted so that the motion which
gives the least square error subject to satisfying the constraints is found. Given
the a and C computed in (11)—(13), then (21) gives the increase in sum squared
error if the motion S is used in place of a as (8 — a)C(8 — «). Thus, given the
independent solutions for the two motions (a;,C1) and (a), C4) the aim is to
find 8; and B4 such that

(B1 — a1)C1(B1 — a1) + (B — a5)C3(Bz — a3) (31)
is minimised subject to
Br-ci+B5-ch=0 (32)

This is a constrained optimisation problem and ideal for solving by means of
Lagrange multipliers. Thus the solution is given by the constraints in (32) and

V(B — 1) CL(Br — ar) + (B5 — a5) " C3(B5 — ah)) + MV (BT ¢ + B ¢5) (z 0)
33

with V running over the twelve dimensions of (gi) This evaluates to
201 (,31 — 041)) (Ci)
)\z' ' 0 34
(st o))+ (& (34

Thus ,31 = o1 — %Cfl)\ici

and B =ah— 10N} (35)
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Fig. 6. Applying the constraints: Estimates and errors are computed for motions 1 and
2 (a), the estimate and error of motion 2 are mapped into 1’s co-ordinate frame (b),
the constraint is applied there (c¢) and then the new estimate of motion 2 is mapped
back into its own frame (d).

Substituting (32) back into (35) gives
chartch-ah—1) (ci SO 4 d - Cé_lcg)) =0 (36)

So the \; are given by

Ay =c-Crtd +¢ -0yt (37)
Li=2(ci-ar+ch-ab) (38)
A = A (39)

The A; can then be substituted back into (35) to obtain 8; and 35 (see Figure
6(c)), from which 3> can also be obtained by 3> = ad(E;'FE;)3}, (see Figure
6(d)). The B can then be used to update the configurations of the two rigid
parts of the hinged structure giving the configuration with the least square error
that also satisfies the constraints.

5 Results

A system was developed to test the tracking of a simple articulated structure
(shown in Figure 7(a)). This system operates in real-time at PAL frame-rate
(25Hz) on an SGI 02 (225 MHz R10K). The structure consists of two com-
ponents, each 15cm square, joined along one edge by a hinge. This structure
is a difficult one to track since there are barely enough degrees of freedom in
the image of the structure to constrain the parameters of the model. A series
of experiments were conducted to examine the precision with which the system
can estimate the angle between parts of the model with and without the hinge
constraints imposed. The hinge of the part was oriented at a series of known
angles and for each angle a set of measurements were taken with and without
the constraints imposed. The amount by which the rotational and translational
constraints (measured at the hinge) are violated by the unconstrained tracker
was also measured.



Ground truth (£1°) Constrained Unconstrained R error T error

80° 79.2° £0.12° —— Tracking Failed —

90° 90.29° £ 0.14° 94.46° £ 0.53° 2.97° 2.32cm
100° 99.3° £ 0.11° 102.56° £0.32° 4.55° 2.76cm
110° 110.07° £0.11° 111.34° +0.34° 5.75° 3.23cm
120° 119.31° £ 0.05° 119.09° £+ 0.2° 3.95° 1.43cm
130° 130.15° £ 0.08° 128.77° £ 0.18° 1.38° 1.35cm

In all cases, the estimate produced by the constrained tracker was within 1°
of the ground truth. The unconstrained (12 DoF) tracker was much less accu-
rate in general, and also reported substantial errors in violation of the known
constraints. The variance in the angle estimate gives an indication of the stabil-
ity of the tracker and it can be seen that the use of constraints improves this
significantly. Figure 7(b) shows the behaviour of the unconstrained tracker. Be-
cause of the difficulty in finding the central crease, this tracker becomes weakly
conditioned and noise fitting can introduce large errors.

This system was then extended to track the structure with an additional
square component and hinge (see Figure 8(a)). The system is able to track the
full configuration of the structure, even when the central component is fully
hidden from view (see Figure 8(b)). In this case, the observed positions of the
two visible components are sufficient to determine the location of the hidden
part. Further, the indirect constraints between the two end parts of the structure
serve to improve the conditioning of the estimation of their positions.

A system was also developed to show that constraints of intermediate com-
plexity such as the existence of a common ground plane can be implemented
within this framework. The system can dynamically impose or relax the com-
mon ground plane constraint. The objects to be tracked are shown in Figure
9(a) and Figure 9(b) shows how the tracker behaves when the constraint is de-
liberately violated; the output of the system still respects the constraint and is
forced to find a compromise between the two components.

(b)

Fig. 7. Hinge tracking with and without constraints



(a) m (b) -

Fig. 8. Double hinge structure: The tracker can infer the position of a hidden compo-
nent from the constraints

Finally, a multi-camera system was developed using three cameras multi-
plexed using the red, green and blue components of a 4:2:2 digital signal to track
the pose of a rigid structure (the ship part). With 3 cameras operating simulta-
neously (on a complex structure) the achieved frame rate dropped to 20Hz (this
is believed to be due to speed limitations of the GL rendering hardware used in
the tracking cycle. This 3 camera configuration is found to be much more stable
and robust, maintaining a track over sequences that have been found to cause
the single camera tracker to fall into a local minimum. These instabilities occur
in a sparse set of configurations (e.g. when a feature rich plane passes through
the camera and also in near-affine conditions when such a plane is fronto-parallel
to the camera). By employing multiple cameras it becomes extremely difficult
to contrive a situation that is critical in all camera views simultaneously.

Fig. 9. Two structures with common ground plane constraint: When the world violates
the constraint, the tracker attempts to fit the constrained model. In this example, the
tracker has fitted some parts of both models
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Conclusion

The use of Lie algebras for representing differential quantities within a rigid
body tracker has facilitated the construction of systems which operate in more
complex and constrained configurations. Within this representation, it is easy
to transform rigid body tracking information between co-ordinate frames using
the adjoint representation, and also to express and impose the constraints cor-
responding to the presence of hinges or a common ground plane. This yields
benefits in terms of ease of programming and implementation, which in turn
make it readily possible to achieve real-time frame rate performance using stan-
dard hardware.
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