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Abstract

This paper presents a novel technique for reconstructing
an outdoor sculpture from an uncalibrated image sequence
acquired around it using a hand-held camera. The technique
introduced here uses only the silhouettes of the sculpture
for both motion estimation and model reconstruction, and
no corner detection nor matching is necessary. This is very
important as most sculptures are composed of smooth tex-
tureless surfaces, and hence their silhouettes are very of-
ten the only information available from their images. Be-
sides, as opposed to previous works, the technique here
does not require the camera motion to be perfectly circular
(e.g., turntable sequence). It employs an image rectification
step before the circular motion estimation to obtain a rough
estimate of the camera motion which is only approximately
circular. A refinement process is then applied to obtain the
true general motion of the camera. This allows the tech-
nique to handle large outdoor sculptures which cannot be
rotated on a turntable, making it much more practical and
flexible.

1 Introduction

This paper addresses the problem of reconstructing out-
door sculptures from uncalibrated views using their silhou-
ettes [6]. Silhouettes (also known as profiles or outlines)
are often a dominant image feature, and can be extracted
relatively easily and reliably from the images. They pro-
vide rich information about both the shape and motion of
an object, and are indeed the only information available in
the case of smooth textureless surfaces (e.g., sculptures).
Nonetheless, silhouettes are projections of contour genera-
tors [2] which are viewpoint dependent, and hence they do
not readily provide point correspondences for the compu-
tation of the epipolar geometry [16]. As a result, structure
and motion from silhouettes has always been a challenging
problem.

One possible approach to the above problem is to make
use of the point correspondences induced by frontier points
[5, 3]. A frontier point is given by the intersection of two
contour generators from two distinct viewpoints, and is thus
visible in both images. It lies on an epipolar plane tangent
to the surface, and hence it will be projected onto a point in
the silhouette which is also on an epipolar tangent [10, 1].
In previous work [8], we have exploited epipolar tangents
to locate point correspondences in the silhouettes, and have
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developed a practical solution to the problem of structure
and motion from silhouettes in the special case of circular
motion.

In this paper, we will show how an image rectification
step can be applied before the circular motion estimation
to obtain a rough estimate of the camera motion which is
only approximately circular. An iterative refinement pro-
cess, which minimizes the reprojection errors of the epipo-
lar tangents [13], can then be applied to obtain the true gen-
eral motion of the camera. This allows the technique intro-
duced here to handle large outdoor sculptures which cannot
be rotated on a turntable, making it much more practical and
flexible.

This paper is organized as follows. Section 2 gives a
brief review on circular motion estimation from silhouettes.
Section 3 first describes the simple procedure for acquir-
ing and rectifying an approximate circular motion sequence
around an outdoor sculpture. It then gives the algorithms for
estimating the camera motion from the rectified sequence.
Section 4 shows the experimental results of reconstructing
an outdoor horse sculpture. Finally, conclusions are given
in Section 5.

2 Circular Motion

Consider a pinhole camera rotating about a fixed axis.
Let vx be the vanishing point corresponding to the normal
direction Nx of the plane Πs that contains the axis of ro-
tation and the camera center, and lh be the horizon which
is the image of the plane Πh that contains the trajectory of
the camera center. By definition, the epipoles are the pro-
jections of the camera center and must therefore lie on lh.
Besides, since Nx is parallel to the plane Πh, it follows that
vx also lies on lh. The plane Πs will be projected onto
the image plane as a line ls, which is also the image of the
rotation axis. Note that ls is related to vx via the camera
calibration matrix K, and is given by [15]

vx = KKTls. (1)

If the intrinsic parameters of the camera are assumed to
be fixed, due to symmetry in the configuration, l s, lh and
vx will be fixed throughout the image sequence (see fig. 1).
The fundamental matrix Fij associated with any pair of
views ij in the circular motion sequence can be parameter-
ized explicitly in terms of these fixed features, and is given
by [12, 4]

Fij = [vx]× + (detK) tan
θij

2
(lslTh + lhlTs ), (2)

where θij is the rotation angle between view i and view j.
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Figure 1: Under circular motion and fixed intrinsic param-
eters of the camera, the image of the rotation axis l s, the
horizon lh and the vanishing point vx will be fixed through-
out the sequence. The fundamental matrix relating any pair
of views in the sequence can be parameterized explicitly in
terms of these fixed features.

Such a parameterization greatly reduces the dimension
of the search space for the motion estimation problem,
which can now be solved by minimizing the reprojection
errors of the two outer epipolar tangents [13]. Besides,
it also leads to a trivial initialization as all the parame-
ters bear physical meaning. Using such a parameterization,
we have successfully implemented an user-friendly soft-
ware for building 3D models from uncalibrated turntable
sequences using silhouettes alone [8]. Such a software is
extremely useful for reconstructing 3D models of smooth
textureless objects that are small enough to be rotated on a
turntable. However for larger objects like outdoor sculp-
tures, it is not always possible to rotate the object on a
turntable so as to constrain the camera motion to be per-
fectly circular. As a result, modelling of outdoor sculptures
is not as straightforward as the indoor turntable sequence
case.

3 Approximate Circular Motion

For an outdoor sculpture, an approximate circular mo-
tion of the camera can be achieved by using a string, a peg
and a tripod. First, one end of the string is fixed to the
ground by the peg, and this point will serve as the center
of rotation. Next, a circular path on the ground can then
be traced out by rotating the free end of the string about its
fixed end. With the help of the tripod (optional), images
can then be acquired by positioning the camera roughly at a
fixed height above the free end of the rotating string and by
pointing it towards the sculpture (see fig. 2).

Note that since the camera center, the string and the axis
of rotation are roughly coplanar, the image of the string in
each image will provide a very good estimate for the image
of the rotation axis ls (see fig. 3). Despite the fact that the
camera center roughly follows a circular path, the orienta-
tion of the camera is, however, unconstrained and hence the
image of the rotation axis ls and the horizon lh will not be
fixed throughout the image sequence (see fig. 4).

In order to allow the camera motion to be estimated using
the circular motion algorithm, each image is first rectified
by a planar homography induced by a rotation that brings
the image of the string (i.e., the image of the rotation axis)
into a vertical line lf passing through the principal point.
This corresponds to rotating each camera about its optical
center until the rotation axis of the circular motion lies on
the y-z plane of the camera coordinate system [14]. For
each such rectified image, a transformation induced by a
rotation about the x-axis of the camera coordinate system is
then computed and applied to bring the image of the fixed
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Figure 2: For an outdoor sculpture, an approximate circular
motion of the camera can be achieved by using a string, a
peg and a tripod.

Figure 3: An image sequence of an outdoor sculpture ac-
quired under approximate circular motion of a hand-held
camera. The image of the string in each image provides a
very good estimate for the image of the rotation axis l s.

end of the string to a fixed point on l f throughout the recti-
fied sequence. The resulting image sequence will then re-
semble a circular motion sequence, in which the image of
the rotation axis ls, the horizon lh and the special vanishing
point vx are fixed throughout the sequence (see fig. 5).

The algorithm for circular motion estimation [8] can then
be applied to this rectified sequence, with the motion param-
eters initialized as follows. The image of the rotation axis is
initialized to the line lf , and the vanishing point vx is then
computed using equation (1). A point xh along the line lf
at roughly the same height as the camera in 3D is picked,
and an initial estimate for the horizon lh is then given by
vx × xh. Finally, the angles of rotation are arbitrarily ini-
tialized. After the optimization, which minimizes the repro-
jection errors of the epipolar tangents, a rough estimate of



Figure 4: The images of the string in the outdoor sequence
do not coincide, and this implies that the image of the rota-
tion axis is not fixed throughout the sequence.

Figure 5: The rectified sequence resembles a circular mo-
tion sequence in which the image of the rotation axis l s

(plotted as a solid line), the horizon lh and the special van-
ishing point vx (plotted as a cross) are fixed throughout the
sequence.

the camera poses can be obtained.
In [13], we have introduced an algorithm for register-

ing a silhouette under arbitrary general motion with a set of
silhouettes under known or estimated motion. Here we em-
ploy the same algorithm for iteratively refining the approx-
imate circular motion. Each camera pose obtained from the
circular motion estimation is refined in turn by minimizing
the reprojection errors of the two outer epipolar tangents re-
sulting from pairing it with each of the other views in the
sequence. Note that now the camera poses are no longer
constrained to a circular motion, and the motion parame-
ters to be refined consist of both the independent rotation
and translation. This refinement process is repeated until
no further improvement can be made. Finally, a volumet-
ric model can be reconstructed from the silhouettes and the

estimated motion using an octree carving algorithm [11],
and a triangulated mesh of the reconstructed model can be
extracted by the marching cubes algorithm [7, 9].

4 Experimental Results

The experimental sequence consists of 14 images of the
horse sculpture located at the First Court of Jesus College
in Cambridge, UK. The image sequence was acquired us-
ing the simple setup as described in Section 3, and fig. 3
shows the 2nd, 4th, 6th, 8th, 10th, 12th, 13th and 14th im-
ages in the sequence. The image of the string in each im-
age was picked manually, and the whole sequence was then
rectified so that all the images of the string in the rectified
sequence became coincident (see fig. 5). The circular mo-
tion estimation algorithm was then applied to this rectified
sequence, followed by the iterative refinement process. The
final camera configuration estimated from the rectified se-
quence is shown in fig. 6. Using the estimated motion, a
volumetric model of the horse was built using the octree
carving algorithm. Figure 7 shows the triangulated mesh
extracted from the octree representation using the march-
ing cubes algorithm, and fig. 8 shows different novel views
of the reconstructed sculpture model with texture-mapping,
demonstrating the quality of both the motion estimated and
the model reconstructed.
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Figure 6: Camera poses estimated from the rectified se-
quence.

5 Conclusions

In this paper, a novel technique for reconstructing an out-
door sculpture from an uncalibrated image sequence is in-
troduced. For an outdoor sculpture, an approximate circular
motion of the camera around the sculpture can be achieved
by using a simple setup consisting of a string, a peg and a
tripod. The image of the string in each image provides a
very good estimate for the image of the rotation axis, and
can be exploited for rectifying the image sequence into one
resembling a circular motion sequence in which the im-
age of the rotation axis, the horizon and the special van-
ishing point are fixed throughout the sequence. This allows
a rough estimate of the camera poses to be obtained form
the rectified sequence using a circular motion estimation al-
gorithm [8]. An iterative refinement process [13] can then
be applied to obtain the true general motion of the camera.
The technique introduced here uses only the silhouettes of
the sculptures for both motion estimation and model recon-
struction, and does not require the camera motion to be per-
fectly circular. This allows the technique to handle large



Figure 7: Triangulated mesh of the 3D model built from the
silhouettes and the estimated motion.

Figure 8: Different views of the reconstructed sculpture
model with texture-mapping.

outdoor sculptures which cannot be rotated on a turntable,
making it much more practical and flexible. Experimen-
tal results on a real outdoor sculpture are presented, which
demonstrate the feasibility and practicality of the proposed
technique.
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