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Summary

Selecting the optimal model structure with the “appropriate” complexity is a standard prob-

lem for training large vocabulary continuous speech recognition (LVCSR) systems, and machine

learning in general. State-of-the-art LVCSR systems are highly complex. A wide variety of tech-

niques may be used which alter the system complexity and word error rate (WER). Explicitly

evaluating systems for all possible configurations is infeasible. Automatic model complexity

control criteria are needed. Most existing complexity control schemes can be classified into two

types, Bayesian learning techniques and information theory approaches. An implicit assumption

is made in both that increasing the likelihood on held-out data decreases the WER. However,

this correlation is found to be quite weak for current speech recognition systems. Hence it is

preferable to employ discriminative methods for complexity control. In this thesis a novel dis-

criminative model selection technique, the marginalization of a discriminative growth function,

is presented. This is a closer approximation to the true WER than standard likelihood based

approaches. The number of Gaussian components and feature dimensions of an HMM based

LVCSR system is controlled. Experimental results on a wide rage of LVCSR tasks showed that

marginalized discriminative growth functions outperformed the best manually tuned systems

using conventional complexity control techniques, such as BIC, in terms of WER.

Another important aspect of a speech recognition problem is to derive a good and com-

pact feature representation for the data. This should contain sufficient discriminant information

to distinguish between linguistic units. Features consisting of non-discriminating information

should be removed. One category of such techniques are linear projection schemes. For these

scheme the linear projections are normally estimated using the maximum likelihood (ML) cri-

terion. It is well known that certain incorrect modeling assumptions are made in current HMM

based speech recognition systems. Hence, in addition to a discriminative selection of number

of subspace dimensions, it is also preferable to use discriminative criteria to estimate these pro-

jections. The commonly used extended Baum-Welch (EBW) algorithm provides an efficient,

iterative, EM-like optimization scheme for discriminative criteria. However, using this algorithm

the forms of model parameters that can be optimized are fairly restricted. Hence, it is useful to

have a more general approach to discriminatively train a variety of forms of model parameters.

In this thesis the recently proposed weak-sense auxilary function approach is used for discrimi-

native estimation of linear projection schemes. Experimental results on a range of LVCSR tasks

show that discriminative training of linear projections may be useful for improving the perfor-

mances of current LVCSR systems.

Keywords

Speech Recognition, acoustic modeling, complexity control, discriminative growth functions,

linear projection schemes, discriminative training, hidden Markov models.
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Mathematical Notations:

p(·) probability density function

P (·) probability mass or prior distribution

P (·|·) conditional probability distribution

{·}> transpose of a matrix

| · | determinant of a square matrix

{·}−1 inverse of a square matrix

diag(·) diagonal elements of a square matrix

∇{·} gradient of a function

∂{·} partial derivative of a function

N (·;µ,Σ) multivariate Gaussian distribution with mean µ and covariance Σ

HMM Notations:

aij discrete state transition probability

bj(oτ ) observation density given hidden state j

αj(τ) forward probability associated with hidden state j and time instance τ

βj(τ) backward probability associated with hidden state j and time instance τ

γj(τ) posterior distribution of hidden state j given the observation sequence O

µ(j) mean vector of hidden state j

Σ
(j) covariance matrix of hidden state j

General Model and Complexity Control Notations:

M model structural configuration

O sequence of observations with finite length

oτ n dimensional acoustic observation at a time instance τ

T total number of frame samples in the training data

λ set of arbitrary model parameters

λ̃ set of current parameter estimates

λ̂ set of optimal parameter estimates

W reference word sequence

W̃ arbitrary sequence of words

F arbitrary training criterion

G discriminative growth function

S discrete hidden state

ψ sequence of hidden states

Q auxiliary function

L lower bound
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P(ψ, λ) a hidden state sequence posterior or variational distribution

Linear Projection Notations:

A n × n square linear transform

A[p] p × n non-square linear projection with p rows where p < n

B between class covariance

Σ within class covariance

r index of transformation classes for multiple projections

µ(g,r) global mean vector for class r

Σ
(g,r) global covariance matrix for class r

µ̌(j) transformed Gaussian mean

Σ̌
(j)

transformed Gaussian covariance

ai ith row of a linear transform

ci cofactor vector of the ith row of a square linear transform
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List of Acronyms:

AIC Akaike information criterion

ASR Automatic speech recognition

BIC Bayesian information criterion

BN Broadcast news

CER Character error rate

CML Conditional maximum likelihood

CN Confusion network

CTS Conversational telephone speech

EBW Extended Baum-Welch

EM Expectation maximization

GFunc Growth function

GMM Gaussian mixture model

HLDA Heteroscedastic linear discriminant analysis

HMM Hidden Markov model

LDA Linear discriminant analysis

LDC Linguistic data consortium

LVCSR Large vocabulary continuous speech recognition

MCE Minimum classification error

MCMC Markov chain Monte Carlo

MDL Minimum description length

MAP Maximum a posteriori

ML Maximum likelihood

MLLR Maximum likelihood linear regression

MMI Maximum mutual information

MML Minimum message length

MWE Minimum word error

MPE Minimum phone error

PLP Perceptual linear prediction

ROVER Recognizer output voting error reduction

STC Semi-tied covariances

VTLN Vocal tract length normalization

WER Word error rate
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1

Introduction

Automatic speech recognition (ASR) has been the subject of active research for the past three

decades. As the commercial and military interest has grown, investigation of ASR tasks has pro-

gressed to increasing difficulty and large scales. There have been significant advances in speech

recognition technology in these years. Many techniques have been developed to improve the

performance of speech recognition systems. The most significant technical breakthrough was

made in the 1970s when hidden Markov models (HMMs) were introduced for speech recog-

nition [5, 58]. In the following years hidden Markov models gradually became the dominant

technique for acoustic modeling. These approaches have been applied to adapt them to a wide

range of speech recognition tasks. ASR research has been applied to tasks ranging from clean

and well controlled environments, such as Wall Street Journal (WSJ), to spontaneous, noisy and

limited bandwidth domains, such as broadcast news (BN) and conversational telephone speech

(CTS). As the complexity of the task has increased, the amount of date required for “good” per-

formances is also increasing. Thousands of hours of audio data are being used for the training of

state-of-the-art large vocabulary continuous speech recognition (LVCSR) systems. On the other

hand, the rapid development of computing power in terms of speed and storage capability has

further boosted the use of large amounts of training data. For these reasons state-of-the-art

LVCSR systems are becoming more and more complex.

Many challenging problems still remain unsolved in speech recognition research. The per-

formance of current speech recognition systems is still worse than human recognition. The per-

formance of current ASR systems degrades rapidly as the level of background noise increases.

In addition, the optimal complexity, or number of parameters, in a speech recognition system

also affects the performance. This is the main area investigated in this thesis. Like many other

pattern classification tasks, the correct model complexity, or structural configuration, needs to

be determined to yield a good generalization to unseen data. For current speech recognition

systems, especially on large vocabulary tasks, explicitly building and evaluating all possible sys-

tems is infeasible. Hence, automatic model complexity control criteria are needed. Another

challenging problem in speech recognition research is how to extract a compact set of features

that contain the most discriminant information. They should contain no redundant information,

1



CHAPTER 1. INTRODUCTION 2

and more importantly should improve the classification accuracy. In this thesis the automatic

complexity control and feature selection problems for HMM based speech recognition systems

are investigated.

1.1 Speech Recognition Systems

A speech recognition system is normally decomposed into individual parts. The basic structure

of a typical ASR system is shown in figure 1.1. The first stage involves the front-end processing

of the speech waveforms. The speech signals are compressed into streams of acoustic feature

vectors. These extracted feature vectors are assumed to contain sufficient information for the

classification of speech patterns. An acoustic model, language model and lexicon are used to

infer the most likely hypothesis for the spoken utterance given this set of acoustic features. The

language model represents the syntactic and semantic information of the spoken sentence. The

acoustic model maps each streams of acoustic feature vectors into individual words, or sub-word

units. For LVCSR tasks the lexicon, or commonly referred to as dictionary, provides a mapping

between words and sub-word units, reflecting the pronunciation variation of each word in the

vocabulary. A wide range of techniques, such as parameter tying and discriminative training

schemes, may be employed to improve the performance of speech recognition systems. These

techniques may interact with each other. Hence, the development of an ASR system is complex

and requires careful analysis, design and implementation of its individual parts.

Lexicon
Language

Search and
Decoding

Front End
Processing

Models

Acoustic
Models

Hypothesis
Recognized

Figure 1.1 An overview of a speech recognition system

A statistical framework is usually used for speech recognition. The problem may be expressed

as finding the most likely word sequence W, given a sequence of acoustic observation vectors,

O = {o1, ...,oτ , ...,oT }, where oτ denote the acoustic observation at some time instance τ . This

may be written as

W = arg max
W̃

{

P (W̃|O)
}

. (1.1)

./pictures/overview_system.eps
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Applying Bayes rule yields

W = arg max
W̃

{

p(O|W̃)P (W̃)

p(O)

}

= arg max
W̃

{

p(O|W̃)P (W̃)
}

(1.2)

since the most likely word sequence is not dependent on the probability of the acoustic obser-

vations p(O). The calculation of the optimal word sequence consists of two probability distri-

butions: the probability of the acoustic vectors given a word sequence, p(O|W̃), given by the

acoustic model; and the prior probability of a given word sequence, P (W̃), given by the lan-

guage model. This thesis is only concentrated on the complexity control problem for acoustic

models and the selection of front-end features.

1.2 Model Complexity Control

Selecting the model structure with the “appropriate” complexity is a standard problem when

training LVCSR systems and for machine learning in general. Systems with the optimal com-

plexity have a good generalization to unseen data. For speech recognition systems, this general-

ization is usually measured by the word error rate (WER). Unfortunately, state-of-the-art LVCSR

systems are highly complex. A wide range of techniques may be used which alter the system

complexity and affect the WER performance. Examples of these techniques are using mixtures

of Gaussians as state distributions, dimensionality reduction schemes, decision tree based state

tying and linear transforms based speaker adaptation. Explicitly evaluating the WER for all pos-

sible model structural configurations is infeasible. It is therefore necessary to find a criterion

that accurately predicts the WER ranking order, without explicitly requiring all the systems to be

built and evaluated.

Most existing complexity control schemes can be classified into two types. In Bayesian tech-

niques the model parameters are treated as random variables. The likelihood is integrated over

the model parameters as random variables. This yields the Bayesian evidence [2, 122, 41].

In the information theory approaches the complexity control problem is viewed as finding a

minimum code length for an underlying data generation process [16, 6, 96, 54]. These two

approaches are closely related to each other. They asymptotically tend to the Bayesian infor-

mation criterion (BIC) [104] first order expansion, or Laplace’s approximation for second order

expansion [122] with increasing amounts of data. These approximation schemes have been

previously studied for various complexity control problems for speech recognition systems. For

instance, they have been applied to determine the number of states in a decision tree based

clustering [12, 13, 15, 59, 105, 107, 117, 130], or the number of linear transforms for speaker

and environment adaptation [106]. An implicit assumption is made in both sets of schemes

that increasing the likelihood on held-out data will decrease the WER. However, this correlation

has been found to be weak for current speech recognition systems [71, 70]. This is due to two

well known incorrect modeling assumptions with the HMM based framework: the observation
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independence assumption and the quasi-stationary assumption. Thus it would be preferable to

use a complexity control scheme that is more closely related to WER. Discriminative measure

has previously been used for building speech recognition systems. In [4, 88, 85], it was used

as a method of incrementally splitting Gaussian mixture components. However, no stopping

criterion was provided to penalize over-complex model structures.

This thesis presents a novel complexity control technique that uses the marginalization of

a discriminative measure, rather than using the likelihood as in standard Bayesian approaches.

Due to sensitivity to outliers, the direct marginalization of discriminative criteria, such as maxi-

mum mutual information (MMI) [3], is inappropriate for complexity control. Instead a related

discriminative growth function is marginalized. This growth function retains certain attributes of

the original discriminative criterion but has reduced sensitivity to outliers. The calculation of the

“discriminative evidence” is still impractical for LVCSR systems. Hence, for efficiency Laplace’s

approximation is used for the integration of discriminative growth functions. The growth func-

tions proposed in this thesis are based on the MMI and minimum phone error (MPE) [93, 62]

criteria.

This work uses ASR systems built from HMM based acoustic models that have mixtures of

Gaussians as the state output distributions and multiple linear feature projections. Two forms

of system complexity attributes are to be investigated, the number of components per state and

the number of dimensions for each projection. In addition to a discriminative selection of the

dimensionality, a second area investigates in this thesis is the discriminative estimation of linear

projection schemes.

1.3 Discriminative Linear Projection Schemes

In common with other pattern classification tasks, an important aspect of the speech recognition

problem is to derive a good, compact, feature representation for the data. This should contain

sufficient discriminant information to distinguish between classes. Features consisting of non-

discriminating information should be removed. One family of such techniques used in speech

recognition systems are linear projection schemes. Standard linear projection schemes, such

as linear discriminant analysis (LDA) [26, 121] and its heteroscedastic extensions [66, 102,

34], attempt to generate one or more uncorrelated subspaces within the maximum likelihood

(ML) framework. When using multiple projections, a consistent likelihood comparison may be

ensured across different subspaces associated with each projection. However, it is well known

that certain incorrect modeling assumptions are made in current HMM based speech recognition

systems. Hence, in addition to a discriminative control of the number of subspace dimensions,

it is also preferable to use discriminative criteria to estimate linear projections.

Most state-of-the-art LVCSR systems are built using discriminative training techniques [124,

51, 23, 64]. Usually the extended Baum-Welch (EBW) algorithm is used as it provides an efficient

iterative EM-like optimization scheme for discriminative training criteria. However, using the

EBW algorithm the forms of model parameters that may be optimized are restricted to standard
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HMM parameters, such as Gaussian means, covariances. Gradient descent based numerical

techniques are expensive for LVCSR training and have difficulty guaranteeing convergence in

practice. Recently the weak-sense auxiliary function approach was introduced. This method

provides a flexible and intuitive derivation of the EBW algorithm [91, 89, 93]. In this thesis

weak-sense auxiliary functions are used to discriminatively optimize linear projections.

1.4 Thesis Structure

This thesis is structured as follows: In the following chapter the basic theory of using hidden

Markov models for speech recognition, and the maximum likelihood training scheme are pre-

sented. Other details of the development of a large vocabulary recognizer, including the param-

eterization of human speech, selection of recognition units and parameter tying, language and

pronunciation modeling are also briefly reviewed. Then the basic search and decoding algo-

rithms are briefly described. Finally, two categories of acoustic modeling techniques widely used

in state-of-the-art speech recognition systems, linear feature projection schemes and speaker

adaptation techniques, are presented.

Chapter 3 presents standard complexity control techniques. First, the word error rate is

the most widely used performance evaluation metric for current ASR tasks, hence minizing

the WER on test data may be viewed as the ultimate aim, or a zero risk complexity control

criterion, for speech recognition. In standard complexity control techniques a model correctness

assumption is made that the likelihood on unseen speech data is strongly correlated with the

systems’ WER. Under this general likelihood based framework, two major categories of model

selection schemes, Bayesian learning techniques and information theory methods, are outlined.

This is followed by a brief review on existing complexity control research for speech recognition.

Finally, the limitations of likelihood based complexity control schemes are discussed.

Chapter 4 presents standard discriminative training techniques for speech recognition. In

this chapter several commonly used discriminative criteria are presented first, followed by a

discussion on the optimization schemes for discriminative training. In particular, the extended

Baum-Welch (EBW) algorithm, and a recently introduced weak-sense auxiliary function based

approach are presented.

In chapter 5 a novel discriminative model complexity control technique is presented. First,

some previous work on discriminative complexity control is reviewed. Then issues with a di-

rect marginalization of discriminative criteria for complexity control are discussed. Due to the

sensitivity to outliers, direct marginalization of discriminative training criteria is inappropriate

for complexity control. Instead the criteria are transformed into a closely related discrimina-

tive growth function to be marginalized over. A discriminative growth function retains certain

attributes of the original criterion and has reduced sensitivity to outliers. In this chapter two

forms of growth functions based on the MPE and MMI criteria are presented. This is followed

by a discussion on implementation issues when using growth functions for complexity control.

Detailed derivations for discriminative growth functions can be found in appendix A and B.
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In chapter 6 the discriminative training algorithms for linear projections schemes are pre-

sented. First, an introduction and motivation of the work is presented. Then previous research

on the discriminative training of linear transformations for speech recognition is reviewed. This

is followed by an investigation of using weak-sense auxiliary functions for discriminative train-

ing of linear projection schemes. Some implementations issues are also discussed in this chap-

ter. Some detailed derivations of using weak-sense auxiliary functions to derive the update

algorithms can be found in appendix C.

In chapter 7 experimental results are presented for model complexity control using marginal-

ized discriminative growth functions. Initially, complexity control schemes are used to optimize

multiple model complexity attributes on a global level. This allows all systems to be trained and

evaluated explicitly. The correlation with WER and the performance ranking error is examined

for a variety of complexity control schemes. This is followed by the optimization of multiple

complexity attributes on a local level for an LVCSR task on CTS English data. The generalization

to two other LVCSR tasks is also investigated using marginalized discriminative growth func-

tions. The interaction with discriminative training and speaker adaptation techniques is also

investigated. Finally, the performances of complexity controlled systems are evaluated within a

state-of-the-art 10 time real-time LVCSR system.

Chapter 8 presents the performances of discriminatively trained linear projections on LVCSR

tasks. Initially, experimental results for CTS English data are presented. Then the generalization

to two other LVCSR tasks are investigated. This is followed by an investigation of using matched

lattices for the discriminative training of standard HMM parameters after linear projections are

estimated. Finally, the optimization of both model complexity and parameter are integrated

into a consistent, discriminative, framework. The complexity of discriminatively trained model

structures is optimized for CTS tasks.

In chapter 9 a summary of the work in this thesis is presented. Potential future directions of

research are also discussed.



2

Fundamentals of Speech Recognition

In this chapter the basic theory of using Hidden Markov models for speech recognition is out-

lined. The standard maximum likelihood training of these models is presented. In addition, the

parameterization of speech, the selection of recognition units and parameter tying, language

and pronunciation modeling, and the decoding algorithm are briefly described. Finally two

categories of techniques that are widely used in state-of-the-art speech recognition systems are

presented. The two categories are linear feature projection schemes and speaker adaptation

techniques.

2.1 HMMs as Acoustic Models

Currently the most popular and successful approach for modeling the variations of speech signals

is to use hidden Markov models (HMM). Since their introduction in the 1970’s HMMs have been

applied to a wide range of speech recognition tasks [5, 58]. In this section the basic concepts of

HMMs are presented. The structural assumptions that underly HMMs are also discussed.

2.1.1 Model Topology

Speech production is a non-stationary process. Precisely modeling all the complexities of the sig-

nals is impossible. When using HMMs to model speech signals, certain simplifying assumptions

are made about the nature of speech. Although HMMs have been the most successful form of

acoustic models for ASR systems, they are not the correct models for modeling speech patterns.

When using HMMs the following assumptions are made about the nature of the speech signals:

• Speech signals may be split into discrete states in which the waveform is stationary and

transitions between states are instantaneous. This is often referred to as the quasi-stationary

assumption.

• The probability of an acoustic observation is only conditionally dependent on the vector

and the current hidden state. Each observation vector is conditionally independent of the

7
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sequence of vectors preceding and following it, given the current state. This is commonly

referred to as the observation independence assumption.

Neither of these two assumptions are true for speech signals. The first assumption is not valid

because speech production is a non-stationary process. The second assumption is not true for

multiple reasons. For instance, the dynamics of speech articulator constrain its trajectory to be

continuous, rather than discrete. Furthermore, techniques like the use of overlapping frames in

speech parameterization may also introduce correlation between acoustic observations. These

assumptions are further discussed in later sections.
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�����

State 1 2 3 4 5

Transition

Emitting
state

Non−emitting
state

PSfrag replacements a12 a23 a34 a45

a22 a33 a44

b3(oτ )

Figure 2.1 An HMM with a left-to-right topology and three emitting states

Under these assumptions speech signals that are expressed as a sequence of n dimensional

acoustic observations of finite length, O = {o1, ...,oT }, are assumed to be generated by a Markov

model as is shown in figure 2.1.1. Here self-loop transitions are allowed. In the figure a simple

left-to-right model topology is used. There are a total of five states, including three emitting

states and non-emitting entrance and exit states. Let λ denote the model parameters and ψ an

arbitrary hidden state sequence. The model parameters describe the probability density function

(PDF) associated with each emitting state and transition probabilities associated with each pair

of states. In the figure an observation PDF, bj(oτ ) = p(oτ |ψτ = Sj , λ), is associated with each

emitting state. Here ψτ = Sj indicates that at time instance τ , an acoustic observation oτ was

generated by a hidden state j. In addition, a transition probability, aij = P (ψτ = Sj |ψτ−1 =

Si, λ), is associated with each pair of states. For any state, the transition probabilities satisfies

a sum-to-one constraint,
∑

j aij = 1. Note that self-looping transitions are not allowed for non-

emitting states. These non-emitting states allows multiple HMMs to be simply concatenated

together to form a composite model.

./pictures/hmm.eps


CHAPTER 2. FUNDAMENTALS OF SPEECH RECOGNITION 9

2.1.2 State Output Distributions

The state emission PDF may have a variety of forms of distribution. Its form depends on the

front-end feature extraction for speech signals. A more detailed discussion of frond-end process-

ing techniques for speech recognition may be found in section 2.3.1. If the input speech data

is discrete, or the data has been vector quantized, then discrete state PDFs may be used. How-

ever the majority of the current speech recognition systems use continuous acoustic features. A

commonly used form is a multivariate Gaussian distribution given by

bj(oτ ) = N
(

oτ ;µ
(j),Σ(j)

)

(2π)−
n
2

∣

∣

∣Σ
(j)
∣

∣

∣

− 1
2
exp

{

−
1

2

(

oτ − µ(j)
)>

Σ
(j)−1

(

oτ − µ(j)
)

}

(2.1)

where µ(j) and Σ
(j) are the Gaussian mean and covariance respectively.

Using full covariances for large HMM systems is computationally expensive. Let n denotes

the dimensionality of the acoustic space. The number of covariance parameters is increased by

O(n2) as n increases. The number of HMM states in an LVCSR system can be in the thousands.

In order to obtain robust parameter estimates, the training of full covariance Gaussians may

also require a large amount of data. To overcome this problem, diagonal matrices may be used.

However for complex patterns like speech such an approximation may be poor. Alternatively,

more complicated methods may be used. These techniques include linear projection schemes

that attempt to remove the spatial correlation, and advanced forms of covariance parameter

tying. These techniques are discussed in more detail in later sections.

By using a Gaussian distribution it is assumed that the state emission distribution has a single

mode at the mean. However, the characteristics of speech may vary substantially depending on

the speaker and acoustic environment. This may result in a mismatch between models and data.

Hence, instead of using diagonal covariance Gaussian distributions, Gaussian mixture models

(GMM) are widely used as the state emission PDFs [69]. A GMM based state emission PDF is

given by,

bj(oτ ) =

Mj
∑

m=1

cjmN
(

oτ ;µ
(jm),Σ(jm)

)

(2.2)

where Mj the number of mixture components for state j, and N (·) denotes a multivariate Gaus-

sian distribution of the form given in equation 2.1. The component prior cjm satisfies a sum-to-

one constraint,
∑Mj

m=1 cjm = 1, to ensure that bj(oτ ) is a valid PDF. Usually diagonal covariance

matrices are used for each component. Using GMMs the spatial correlation in the acoustic space

may be implicitly accounted for. Alternatively, other more complicated forms of covariances may

be used [31, 45, 99, 98, 108].

There are two issues when using GMMs as state distributions for an HMM based speech

recognition system. First, the number of Gaussian components in each GMM affects the overall

complexity of the system and needs to be determined. This may be manually tuned by explicitly

building and evaluating all possible systems. However, this is only applicable when the same
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number of components is assigned to all states in the system. A more complicated scenario

is that the complexity is locally varied across different states. In these cases automatic model

complexity control techniques are required. Second, the number of Gaussian components in

LVCSR systems can be in the millions. A significant portion of the run time is consumed by

likelihood calculation on mixture component level. To achieve efficiency, appropriate caching

and pruning of Gaussian probabilities may be used [32].

2.2 Maximum Likelihood Training of HMMs

Maximum likelihood (ML) training is a standard machine learning scheme. The underlying

model is assumed to be close to the “correct” one so that increasing the likelihood of the training

data will decrease the classification error on the unseen data. For an HMM based speech recog-

nition system, the aim is to find the optimal parameter estimates, λ̂, such that the log likelihood

of the given observation sequence is maximized. This may be expressed as

λ̂ = arg max
λ

{log p(O|W, λ)} (2.3)

where W is the reference transcription. Directly maximizing equation 2.3, for example by setting

the gradient with respect to λ to zero, is non-trivial. This is because the likelihood may be

expressed as a marginalization over a set of unknown hidden state sequences {ψ}, allowed by

the reference transcription,

λ̂ = arg max
λ







log
∑

ψ

p(O,ψ|W, λ)







= arg max
λ







log
∑

ψ

∏

τ

P (ψτ |ψτ−1, λ)p(oτ |ψτ , λ)







(2.4)

where ψτ denotes the hidden state an acoustic observation at time instance τ was generated

from. For HMMs the expectation maximization algorithm [19] is normally used to maximize the

log-likelihood of the training data.

2.2.1 EM Algorithm

The EM algorithm is a standard optimization scheme for statistical models which may contain

latent variables. An HMM is an example of these models. Its hidden states may be viewed

as latent variables. Rather than directly maximizing the log likelihood in equation 2.4, the

following strict lower bound of the training data log likelihood, derived using Jensen’s inequality,

will be optimized,

log
∑

ψ

p(O,ψ|W, λ) = log
∑

ψ

P (ψ|O,W, λ̃)
p(O,ψ|W, λ)

P (ψ|O,W, λ̃)

≥
∑

ψ

P (ψ|O,W, λ̃) log
p(O,ψ|W, λ)

P (ψ|O,W, λ̃)
(2.5)
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where λ̃ is the current estimate of model parameters. Applying Jensen’s inequality requires

that the hidden state sequence posteriors P (ψ|O,W, λ̃) satisfies a non-negative and sum-to-one

constraint. As P (ψ|O,W, λ̃) is a probability, this constraint holds. This lower bound may be

re-arranged as

log p(O|λ,W) ≥ log p(O|λ̃,W) + Qml(λ, λ̃) −Qml(λ̃, λ̃) (2.6)

where the auxiliary function Qml(λ, λ̃) is given by

Qml(λ, λ̃) =
∑

ψ

P (ψ|O,W, λ̃) log p(O,ψ|λ) (2.7)

The EM algorithm is performed in an iterative fashion. In the E-step, the hidden state sequence

posteriors, P (ψ|O,W, λ̃), are computed given the current parameters estimates, λ̃, obtained

from the previous iteration. In the M-step, the lower bound in equation 2.6 is optimized given

the fixed statistics computed in the E-step. Note that equation 2.6 becomes an equality when

λ = λ̃. Maximizing the lower bound given in equation 2.6 is guaranteed not to decrease the log

likelihood of the training data. During the M-step, this is equivalent to maximizing the auxiliary

function, Q(λ, λ̃), given the fixed statistics. One limitation with the EM algorithm is that it can

only find a local optimum for the model parameters when the log likelihood converges.

2.2.2 Forward-backward Algorithm and Parameter Re-estimation

Using the observation independence assumption discussed in section 2.1.1, the EM auxiliary

function in equation 2.7 may be written as the following for HMMs,

Qml(λ, λ̃) =
∑

j,τ

γj(τ) log bj(oτ ) +
∑

j,i,τ

ξij(τ) log aij (2.8)

where the hidden state posterior probability,

γj(τ) = P (ψτ = Sj |O,W, λ̃) (2.9)

and the pairwise hidden state transition posterior.

ξij(τ) = P (ψτ−1 = Si,ψτ = Sj |O,W, λ̃) (2.10)

Here ψτ = Sj denotes that an acoustic observation vector was generated at time instance τ by

hidden state j.

These two hidden state posterior probabilities are usually computed using the forward and

backward probabilities. The forward probability is defined as the joint likelihood of the partial

observation sequence up to time instance τ and frame oτ is emitted from state Sj . This is

expressed as

αj(τ) = p(o1, ...,oτ ,ψτ = Sj |W, λ̃) (2.11)
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Using the observation independence assumption the forward probability may be computed by

αj(τ) =























1 j = 1, τ = 1

a1jbj(oτ ) 1 < j < Ns, τ = 1
∑Ns−1

i=2 αi(τ − 1)aijbj(oτ ) 1 < j < Ns, 1 < τ ≤ T
∑Ns−1

i=2 αi(τ)aij j = Ns, τ = T

(2.12)

where Ns is the number of states in each HMM, including the non-emitting entry and exit states.

The backward probability, defined as

βj(τ) = p(oτ+1, ......,oT |ψτ = Sj ,W, λ̃), (2.13)

is also recursively calculated for the partial observation sequence from time instance τ + 1 up to

T .

βj(τ) =















∑Ns−1
i=2 a1ibi(o1)βi(1) j = 1, τ = 1

∑Ns−1
i=2 ajibi(oτ+1)βi(τ + 1) 1 < j < Ns, 1 ≤ τ < T

ajNs
j = Ns, τ = T

(2.14)

Using the forward and backward probabilities, the hidden state posterior probability, γj(τ), and

the transition posterior, ξij(τ), may be efficiently computed using

γj(τ) =
αj(τ)βj(τ)

p(O|W, λ̃)

ξij(τ) =
αi(τ − 1)aijbj(oτ )βj(τ)

p(O|W, λ̃)
(2.15)

The total likelihood of the complete observation sequence may be calculated as

p(O|W, λ̃) = αNs
(T ), (2.16)

or

p(O|W, λ̃) = β1(1). (2.17)

For HMMs using GMMs as state emission PDFs, Gaussian mixture component may be treated

as hidden variables. The component posteriors, γjm(τ), are required as sufficient statistics for

re-estimating the parameters. This is given by

γjm(τ) =

∑Ns−1
i=2 αi(τ − 1)aijcjmbjm(oτ )βj(τ)

p(O|W, λ̃)
(2.18)

Given these sufficient statistics the parameter re-estimation formula for HMM may be de-

rived. For the state transition probabilities, the update formula is given by

aij =



















γj(1) i = 1, 1 < j < Ns
∑

T

τ=2 ξij(τ)
∑

T

τ=2 γi(τ−1)
1 < i < Ns, 1 < j < Ns

γi(T )
∑

T

τ=2 γi(τ−1)
1 < i < Ns, j = Ns

(2.19)
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The re-estimation formula for the weights, means and covariances of the component m of emit-

ting state j are given by

cjm =

∑

τ γjm(τ)
∑

m,τ γjm(τ)

µ(jm) =

∑

τ γjm(τ)oτ
∑

τ γjm(τ)

Σ
(jm) =

∑

τ γjm(τ)
(

oτ − µ(jm)
) (

oτ − µ(jm)
)>

∑

τ γjm(τ)
(2.20)

In the above update the re-estimation of full covariance Gaussians requires the second order

moments to be stored as full matrices for each component. Again the computational requirement

during training is dramatically increased as the feature dimensionality increases. Hence, it is

preferable to use more complicated forms of covariance modeling techniques.

One limitation with ML training is that no prior knowledge about the model parameters is

considered. This leads to unreliable estimates when the training data is limited. Prior knowledge

about model parameters may be incorporated, for example, in maximum a-posteriori (MAP) [36]

training and Bayesian learning [2]. Thus uncertainty about model parameters may be more

robustly handled. Furthermore, in ML training the underlying statistical model is assumed to

be the “correct” one. For current ASR systems using HMMs, this model correctness assumption

may be too strong due to the two structural assumptions explained in section 2.1.1. Hence it is

preferable to employ training schemes that explicitly aim to reduce the classification error rate,

such as discriminative training criteria.

2.3 Recognition of Speech Using HMMs

In this section the application of HMMs for recognizing speech is outlined. First, the parameter-

ization of speech signals as the input for HMMs is presented. Then the selection of recognition

units and parameter tying is discussed. This is followed by an outline of the usage of language

models and the modeling of pronunciation variants. Finally, the search and decoding algorithms

are briefly described.

2.3.1 Parameterization of Speech

When using HMMs for speech recognition several assumptions are made about the nature of

the speech signals, as described in section 2.1.1. One assumption is that speech waveforms may

be partitioned into series of quasi-stationary discrete segments, or frames. The standard front-

end processing schemes are based on this assumption. The spectral envelope of the signals is

extracted for each frame, which contains most of the useful information of speech [18]. Two

types of speech parameterization are widely used in current speech recognition systems, Mel-

frequency cepstral coefficients (MFCC) [17] and perceptual linear prediction (PLP) [55]. In both

cases the frame length is fixed by a predefined widowing function, for example, at 10 ms. For
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each frame an acoustic observation vector is produced using cepstral analysis for a segment of

speech. The span of the widowing function is often set as 25ms. The widowing functions may

be over-lapping over adjacent frames.

speech signal waveform

Overlapping
Window

Functions

Feature
Vectors

extraction
Feature

Window Duration

PSfrag replacements

τ

oτ

oτ−1

n

s(n)

Figure 2.2 Extraction of acoustic features using over-lapping widowing functions

Figure 2.3.1 illustrates the extraction of acoustic features using over-lapping widowing func-

tions. The first stage is to apply a windowing function, such as Hamming or Hanning win-

dow [18]. Both aim at smooth the over-lapping regions of speech signals that belong to different

frames, so that the boundary effects may be reduced. For each frame a short term analysis of

the speech signals is performed using a Fourier transform to obtain the frequency domain power

spectrum. The linear frequency scale is then warped. For MFCC front-ends a Mel-frequency

scale is used. This is given by

fmel = 1125 log

(

1 +
fHz
625

)

(2.21)

where fmel denotes the warped frequency on the Mel scale. The power spectrum is down-

sampled using a bank of triangular filters, for instance 24. The log amplitudes of the down-

sampled spectrum are then transformed using a discrete cosine transform (DCT) to reduce the

spatial correlation between filter bank amplitudes. The DCT transform is given by

oτ,i =

√

2

B

B
∑

b=1

log (xτ,b) cos

(

i(b − 0.5)π

B

)

(2.22)
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where xτ,b is the amplitude of filter bank b at time instance τ , and B is the total number of Mel

scale filters. The cepstral coefficients used are often the lower 12. A 13 dimensional acoustic

feature vector is constructed by further including either the zeroth order cepstra or the nor-

malized log energy. Higher order cepstras represent the high frequency range variation in the

spectrum and little information about speech, and hence may be removed. For PLP front-ends,

the following Bark-frequency scale is used to warp the spectrum.

fbark = log







[

(

fHz
600

)2

+ 1

] 1
2

+
fHz
600







(2.23)

where fbark denotes the warped frequency on the Bark scale. Critical band filters are then used

for spectrum down-sampling. Equal-loudness, pre-emphasis and intensity-loudness power law

are then applied. Finally linear prediction (LP) analysis is performed and the LP coefficients are

transformed to the cepstral domain. In common with MFCC features, the order of LP analysis is

often set as 12.

The observation independence assumption of HMMs ignores the temporal correlation of

speech signals. Acoustic feature vectors are assumed independently against one another. Hence

it is desirable to incorporate more information of the correlation between frames. One widely

adopted approach is to include dynamic coefficients into the feature vector [27]. The first order

dynamic coefficients, ∆oτ , or the delta coefficients are calculated by

∆oτ =

∑Dr

d=1 d (oτ+d − oτ−d)

2
∑Dr

d=1 d2
(2.24)

where 2Dr +1 is the size of the regression widow. The second order dynamic coefficients, ∆2oτ ,

or the delta-delta features, are calculated in the same fashion as equation 2.24, by replacing the

static parameters with the deltas features. Appending both the delta and delta-delta coefficients

to the standard feature constructs a 39 dimensional acoustic vector. If Dr is set to 2, then the

regression widow size for the delta-delta coefficients will span across a total of 9 consecutive

frames.

Using dynamic coefficients, the observation independence assumption of HMMs may be

compensated for to some degree without changing the model structure. However, the use of

over-lapping widowing functions may introduce correlation between frames of speech samples.

Hence some correlation may be introduced to the feature space when using dynamic features

computed in equation 2.24. In this case, using diagonal Gaussian covariances may be a poor

choice.

2.3.2 Recognition Units and Tying

For speech recognition tasks using a very small vocabulary, it is possible to use HMMs to model

individual words. However, when the vocabulary size is increased, it is difficult to obtain suffi-

cient data to robustly estimate HMM parameters for each word in the dictionary. In addition,
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the appropriate HMM topology needs to be determined for each word. The standard approach

to solve this problem is to split words into smaller sub-word units, phones [57]. A phone may be

a linguistic unit, such as a phoneme or syllable. Phonemes are the smallest atomic sub-units of

speech. They are elementary sound units and represent the smallest distinct elements of speech.

Syllables are the intermediate units between phonemes and words. Models based on phonemes

are more commonly used than syllable models and often referred to as phone models. The

selection of the phone set may depend on the amount of training data available. A phone set

may not contain every single phoneme in the language being considered, and in practice often

includes silence and short pause. A dictionary, or lexicon, contains the mapping from words to

sub-word units. It is used to obtain the corresponding sequences of sub-word units given a word

sequence. For continuous speech recognition all sub-word level HMMs are concatenated to form

a composite model to represent words and sentences.

t-ih+ng f-ih+l d-ih+lt-ih+n

d-ih+lf-ih+lt-ih+ngt-ih+n

State clustered single Gaussian triphones

Conventional triphones

Figure 2.3 State level tying for single Gaussian triphone HMMs

When HMMs are used to model the basic phone set, without taking phonetic contexts into

account, they are normally referred to as context independent or monophone models. Due to

the co-articulatory effect, the acoustic realization of the same phone can vary substantially de-

pending on the surrounding phonetic contexts. To model these variations, context dependent

phones are often used. One commonly used type of context dependent phone is triphone, which

considers both the preceding and following phones. It is possible to build up larger contexts

using more phones on either side of the current phone, for instance, quinphone units [51], but

only triphones are considered in this work. Triphones may be further split into two categories

depending on the spanning of the phonetic contexts. Cross word triphones span across word

boundaries, while word internal triphones do not. For word internal triphone systems, biphones

are used to model the start and end phones at the word boundaries. For systems using context

dependent phone models, given limited training data, parameter tying may be used to robustly

./pictures/tiedstate.eps
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estimate the model parameters [132, 133]. The tying of parameters can be flexible. It may be

performed on different levels, such as phones, states or Gaussian components [53]. One com-

monly used approach for LVCSR systems is to perform state level parameter tying, such that

certain states will share the same output distribution [125, 51]. Figure 2.3 shows an example of

state level tying for four triphone HMMs with the same center phone /ih/. A triphone with the

central phone /ih/, the left context /t/, and right context /n/ is written as /t-ih+n/. After the

tying there are a total of 6 distinct state distributions shared among 12 states.

s-aw+n

t-aw+n

s-aw+t

..etc

Example

Cluster centre
states of 
phone /aw/

yn

yn yn

yn

R=Central-Consonant?

L=Nasal? R=Nasal?

States in each leaf node are tied

L=Central-Stop?

Figure 2.4 Clustering of central states for triphones with center phone /aw/

In order to perform state tying appropriate clustering schemes are required. One standard

approach is to use a phonetic decision tree [132, 133]. A phonetic decision tree is a binary tree

with a set of ”yes” or ”no” questions at each node related to the context surrounding each model.

Figure 2.4 shows an example section of a phonetic decision tree for triphone models with the

center phone /aw/. The clustering proceeds in a top-down fashion, with all states clustered

together at the root node of the tree. The state clusters are then split based on the questions in

the tree. The questions used are chosen to locally maximize the likelihood of the training data

whilst ensuring that each clustered state also has a minimum amount of data observed. This

ensures that rarely seen or unseen contexts may be robustly handled. In the final stage, tree

nodes are merged if the likelihood loss is beneath a given threshold, until no such nodes can be

found.

One disadvantage of decision tree based clustering is that the cluster splits are only local
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maximization, and not all questions that could split the state clusters are considered. Another

issue with this method is that the complexity of the final tied HMM system is only manually con-

trolled. Two thresholds require manual tuning: the minimum amount of training data associated

with each tree node during splitting clusters, and the minimum likelihood loss when merging

tree nodes. The setting of these two thresholds is often heuristic and largely on an empirical

basis. Hence the optimal cut for the decision tree can not be automatically determined.

2.3.3 Pronunciation Modeling

In HMM based speech recognition systems the mapping between words and phones is provided

by the lexicon, or dictionary. Characteristics of speech may vary substantially depending on the

linguistic “environments”. For example, differences in accents may lead to different phoneme re-

alizations of the same word. Spontaneous speech may also introduce variability in the speaking

style. Hence appropriate modeling of pronunciation variability is an important part of current

speech recognition systems. The commonly used approach to model such variability is to in-

clude multiple pronunciation variants for each word in the dictionary. For instance, the English

word “the” may have two pronunciation variants to choose, depending on the first phone of

the following word. These variants are often generated automatically using a rule based system

and then corrected manually [37]. The use of multiple pronunciation variants may increase the

confusion between words, because the distance in pronunciation between words may become

smaller. Thus the benefit from adding new variants has to be balanced with added confusability.

One approach to solve this problem is to assign a probability to each variant. For most state-of-

the-art LVCSR systems probabilities for pronunciation variants are estimated from the alignment

of the training data [51, 126].

As discussed in section 2.3.2, state-of-the-art speech recognition systems make use of con-

text dependent phones and parameter tying techniques. Note that a variety of tying schemes

for HMM parameters may also be viewed as implicit ways to model the pronunciation variabil-

ity [52]. These techniques include the phonetic decision tree based state clustering discussed

in section 2.3.2, the use of tied-mixture models [8] and soft tying of states by sharing Gaussian

components [103]. A more general form of stochastic tying of HMM parameters, the hidden

model sequence HMMs proposed in [53], may also be viewed as an implicit modeling of pro-

nunciation variation. For this reason there is no exact boundary between acoustic modeling and

pronunciation modeling. However implicit pronunciation modeling using parameter tying are

not considered in this thesis. Standard multiple pronunciation dictionaries with variant proba-

bilities are used in the experiments.

2.3.4 Language Modeling

As discussed in section 1.1, the prior probability of a word sequence in a speech recognizer,

P (W), is given by a language model. Using the chain rule, the probability of a sequence of L

words, W = {w1, w2, ......, wL}, may be decomposed into a product of conditional probability of
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individual words given its history.

P (W) =
L
∏

l=1

P (wl|wl−1, wl−2, ......, w1) (2.25)

For LVCSR systems the vocabulary size is too big to allow a robust estimate of P (W) for every

possible word sequence. Thus it is necessary to reduce the parameter space to obtain a reason-

able coverage and reliable probability estimation. This can be achieved by clustering the set of

possible word histories into equivalent classes h(wl−1, wl−2, ......, w1). Once an appropriate set

of equivalence classes has been defined, the probability of a word sequence W in equation 2.25,

may be written as

P (W) =
L
∏

l=1

P (wl|h(wl−1, wl−2, ......, w1)) (2.26)

N-gram language models are one standard approach to cluster histories into equivalence

classes. For N-gram language models, word histories may be defined by how many words they

are truncated before the current word. For example in case of a tri-gram language model equiv-

alence classes are constrained as the set of all possible word pairs.

h(wl−1, wl−2, ......, w1) ≈ (wl−1, wl−2) (2.27)

Using this approximation, it is straightforward to obtain ML estimates for tri-gram language

models. These are are given by

P (wl|wl−1, wl−2) =
N(wl, wl−1, wl−2)

∑

w N(w, wl−1, wl−2)
(2.28)

where N(wl, wl−1, wl−2) denotes the frequency counts of the word triplet observed in the train-

ing data. In order to robustly estimate these probabilities, sufficient coverage of possible word

triplets in the training data is required. For a vocabulary of V words the number of possible

tri-grams is V 3. Complete coverage for all tri-grams in the observed data is infeasible.

To obtain robust estimates of N-gram probabilities, smoothing approaches are commonly

used. One category of techniques smooth the N-gram probability estimates by allocating a cer-

tain amount of the overall probability mass to those unseen events. These methods are referred

to as discounting schemes. The portion of probability mass re-distributed is controlled by a

discounting factor. Popular discounting techniques include Good-Turing discounting [46, 63],

Witten-Bell discounting [123] and absolute discounting [83]. Another type of techniques is back-

off. Instead of allocating a certain amount of probability mass to all possible histories, including

those that are highly unlikely, back-off makes use of distributions with shorter histories and

thus can be estimated more robustly. These distributions are called back-off distributions. The

probabilities for unseen and rare events are taken from the back-off distributions after proper

normalization. In practice a hierarchical back-off may be used. For example, a hierarchy might

back-off 4-gram distributions to tri-gram, bi-gram and ultimately uni-gram distributions. A third
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category of smoothing techniques is deleted interpolation. For instance, uni-gram, bi-gram and

tri-gram distributions are interpolated using weights. These weights may be tuned on held-out

data.

2.3.5 Decoding Algorithms

In a speech recognition system, decoding or search refers to the process of finding the most

probable word sequence, W, given an observation sequence, O. This can be expressed as

W = arg max
W̃

{

P (W̃|O, λ)
}

= arg max
W̃

{

p(O|W̃, λ)P (W̃)
}

. (2.29)

The word sequence with the highest posterior probability given the observation sequence and

model parameters is selected. As discussed in section 1.1, a speech recognition system may

be split into three components: the acoustic model based on HMMs, the pronunciation model

and the language model. A word sequence may have more than one phone representations

associated with it, due to the presence of multiple pronunciation variants. Meanwhile a sequence

of HMM phone models may correspond to more than one possible hidden state sequences. Hence

equation 2.29 may be expanded as a hierarchical marginalization over all possible sequences of

HMM models {θ} given a sequence of words, and then all possible sequences of hidden states

{ψ} given a sequence of HMMs.

W = arg max
W̃







P (W̃)
∑

θ

P (θ|W̃)
∑

ψ

p(O,ψ|θ, W̃, λ)







(2.30)

Here the prior probability of a word sequence, P (W̃), is given by the language model. The

conditional probability of a HMM model sequence given a string of words, P (θ|W̃), is provided

by the pronunciation model, and the joint conditional probability of an observation sequence

and a state sequence, p(O,ψ|θ, W̃, λ), is determined by the acoustic model.

Direct evaluation of equation 2.30 is very expensive and rapidly becomes impractical as the

sentence length increases. To overcome this problem, the summation over all HMMs and state

sequences may be approximated by a maximum.

W = arg max
W̃

{

P (W̃) max
θ

P (θ|W̃) max
ψ

p(O,ψ|θ, W̃, λ)

}

(2.31)

The selection of the most likely word sequence is based on the ML state sequence.

Finding the ML state sequence for an HMM using equation 2.31 is realized via the Viterbi

algorithm [57]. Let φj(τ) denote the maximum likelihood of the partial observation sequence,

{o1, ......,oτ}, staying in state j at time instance τ . φj(τ) may be computed using the following

recursion

φj(τ) = max
i

{φi(τ − 1)aij}bj(oτ )

φNs
(T ) = max

i
{φi(τ − 1)aiNs

} (2.32)
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where Ns denotes the number of states in an HMM and

φ1(1) = 1

φj(1) = a1jbj(o1) (2.33)

for any state 1 < j < Ns.

An implementation of the Viterbi algorithm for continuous speech recognition is the token

passing algorithm [131]. Each state has one or more tokens associated with each time instance.

The token contains a word-end link and the value of the partial likelihood φj(τ). These tokens

are updated for each time instance and the most likely token at the end of each HMM model is

propagated onto all connecting models. At the end of the utterance, the token with the highest

log probability can be traced back to give the most likely sequence of words. The number of

connecting models will be considerably increased if phone models with long cross word contexts

are used. Using a language model can also expand the size of the decoding network. This is

because tokens can only be merged if the word histories are identical. If an N-gram language

model is used, the word probabilities may depend on previous word histories and there must

be a separate path through the network for each distinct word history. The search cost may be

reduced by pruning, or removing the tokens which fall below a given threshold. The threshold,

or beam-width, is set as a certain likelihood loss below the current most likely path. All active

tokens with a likelihood below that level will be deleted. Pruning may also be performed at

the end of words when the language model is applied with a more punitive threshold. If the

pruning beam-width is too tight, the most likely path could be pruned before the token reaches

the end of the utterance. This will result in a search error. The choice of pruning beam-width

is a trade off between avoiding search errors and reducing the computational cost. The efficient

implementation of large vocabulary decoders is in active research.

One problem with the use of language and pronunciation models is that there is a consider-

able mismatch between the dynamic ranges of those two models and the acoustic model. This

is partly because the probabilities from the acoustic model can often be very small due to the

assumptions of HMMs as described in section 2.1.1. To handle this problem, the language and

pronunciation model probabilities are scaled. The scaling factor may be empirically set and

fixed for a particular task. Another related issue is the use of word insertion penalties. They

penalize a higher number of words in a sentence. This is desirable as a significant proportion

of recognition errors stem from the insertion of short words. These short words tend to have

higher acoustic likelihood and frequencies of occurrence in the text copora used for language

model training. Similar to the language model and pronunciation probability scaling, insertion

penalties can be manually tuned to improve the balance of word insertions versus deletions on

specific tasks. Now equation 2.31 may be modified as

W = arg max
W̃

{

α log P (W̃) + β max
θ

log p(θ|W̃) + max
ψ

log p(O,ψ|θ, W̃, λ) + γL

}

(2.34)

where α and β are the language model and pronunciation probability scaling factors, γ the word

insertion penalty, and L is the length of word sequence W̃.
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2.4 Linear Projection Schemes

For any pattern recognition task it is important to derive a good, compact, feature representa-

tion. The feature set should contain sufficient discriminant information to distinguish between

classes. Features consisting of non-discriminating information should be removed. As discussed

in section 2.3.1, current speech recognition systems often use 39 dimensional MFCC or PLP

cepstral features including dynamic parameters. Although they have been widely adopted in

current speech recognition systems, it is still unclear whether such a feature representation is

the best choice. First, the use of dynamic features, computed using equation 2.24, further in-

troduces correlation between static and dynamic coefficients in the acoustic space. Second, the

correlation between low, and high order cepstral coefficients is not completely removed after the

DCT transform is applied [77]. Hence it is preferable to appropriately model this correlation.

Various techniques for this purpose have been proposed over the years. They can be roughly

classified into two main categories: covariance modeling and linear projection schemes. In co-

variance modeling, or precision matrix modeling, various tying of covariance parameters are used

to allow Gaussian components to effectively have full covariance matrices without dramatically

increase the model complexity [31, 45, 99, 98, 108]. In linear projection schemes, the original

acoustic space is projected into one or more un-correlated subspaces. Within each subspace,

diagonal Gaussian covariances may still be used. In this section several forms of linear sub-

space projection schemes are briefly reviewed. They are discussed within the linear discriminant

analysis (LDA) framework.

2.4.1 Linear Discriminant Analysis

Linear discriminant analysis (LDA) is a standard dimensionality reduction scheme [26, 121]. A

p × n linear transform A[p] projects the original n dimensional feature space to a lower dimen-

sional, uncorrelated subspace. The projected feature vector, ǒτ [p], is given by

ǒτ [p] = A[p]oτ (2.35)

The matrix transform A[p] is estimated by maximizing the ratios of the projected between class

covariance, B, and the average within class covariance Σ.

Â[p]lda = arg max
A[p]







∣

∣

∣diag

(

A[p]BA
>
[p]

)∣

∣

∣

∣

∣

∣diag

(

A[p]ΣA
>
[p]

)∣

∣

∣







(2.36)

Both the between class, B, and within class covariance, Σ, are constrained to be diagonal in

the projected subspace. For HMM based speech recognition systems, the definition of a “class”

may correspond either to individual states or Gaussian components. In this work, Gaussian

components are considered as classes. The between class covariance, B, is then computed

as the average distance between the global and component specific means. The within class

covariance, Σ, is computed as the average of component specific full covariances.
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It can be shown that a closed form solution for the LDA transform is the Eigen vectors asso-

ciated with top p Eigen values of Σ
−1B [26, 121]. A maximum likelihood based estimation of

LDA was proposed in [10]. The ML estimation of LDA requires optimizing a n × n square linear

transform A. Using this transform, the complete acoustic space is partitioned into two parts:

a useful subspace associated with A[p] and a nuisance subspace associated with A[n−p], where

Gaussian means and diagonal covariances are globally tied. This is given by

A =

[

A[p]

A[n−p]

]

(2.37)

and the transformed acoustic vector in the complete feature space, ǒτ , may be expressed as the

following

ǒτ =

[

A[p]oτ

A[n−p]oτ

]

. (2.38)

The ML estimation of the LDA transform, A, requires maximizing

Âlda = arg max
A







∑

j,m,τ

γjm(τ)
(

log |A|2 − log
∣

∣Σ̌
∣

∣

)







(2.39)

where γjm(τ) is the Gaussian posterior occupancy given in equation 2.18, and Σ̌ is the trans-

formed average within class covariance in the complete feature space of A. For LDA, Σ̌ is

constrained to be diagonal.

Gaussian likelihood calculation is efficient for LDA in the projected subspace of A[p], as the

Jacobian of the global transform may be ignored. However LDA suffers from a strong assump-

tion that the within class covariances for all components are restricted to be the same. This

assumption may be too strong for LVCSR systems which contain thousands of Gaussian compo-

nents.

2.4.2 Heteroscedastic LDA

The uniform within class covariance assumption of standard LDA is strong. It may be a poor

assumption for speech recognition systems containing a large number of Gaussian mixture com-

ponents. To overcome this problem, two forms of heteroscedastic extensions to standard LDA

have been proposed in recent years.

The first is an intuitive extension of the LDA objective function given in equation 2.36, al-

lowing the within class covariances to vary across Gaussian components. This is referred to

as the heteroscedastic discriminant analysis (HDA) [102]. The HDA projection is estimated by

optimizing the following objective function

Â[p]hda = arg max
A[p]







∑

j,m,τ

γjm(τ) log





∣

∣

∣
diag

(

A[p]BA
>
[p]

)∣

∣

∣

∣

∣

∣
diag

(

A[p]Σ
(jm)A>

[p]

)∣

∣

∣











. (2.40)
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Compared with the LDA objective function in equation 2.36, the average within class covari-

ance, Σ, is replaced by Gaussian component specific covariances, Σ
(jm). Hence the uniform

within class covariance assumption is removed. Unfortunately, HDA does not have a maximum

likelihood interpretation like LDA. This is because the Jacobian normalization term for the HDA

projection,
∣

∣A[p]

∣

∣, can not be computed for likelihood calculation. Hence there is no simple EM

based optimization scheme for HDA. Numerical methods must be used to estimate the trans-

form parameters. This can be very expensive due to the iterative computation of the objective

function and its gradient [73].
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HLDA Projection

Misclassification

Figure 2.5 HLDA and LDA projection

Another form of heteroscedastic extension to standard LDA is the heteroscedastic linear dis-

criminant analysis (HLDA) [66]. This method is widely used in LVCSR systems training [51,

64, 23, 127]. In contrast to HDA, HLDA has an ML interpretation and an efficient EM based

optimization scheme is available [31]. As with the ML interpretation of LDA in section 2.4.1,

HLDA may be viewed as a square, n × n, linear transform. The complete acoustic space is also

partitioned into two parts. The difference from LDA is that in the useful subspace means and di-

agonal covariances are Gaussian component specific. In figure 2.5 an example of HLDA is shown.

Under the uniform within class variance assumption, the standard LDA chooses a projection in

which the between class confusion is considerably stronger than HLDA.

The HLDA transform parameters are estimated by maximizing the following objective func-

tion

Âhlda = arg max
A







∑

j,m,τ

γjm(τ)
(

log |A|2 − log
∣

∣

∣
Σ̌

(jm)
∣

∣

∣

)







(2.41)

where Σ̌
(jm)

is the transformed component covariances in the complete feature space of A. For

HLDA, again Σ̌
(jm)

is constrained to be diagonal. HLDA is closely related to semi-tied covari-

ances (STC) [31]. The two are equivalent to one another when the STC transform is globally

shared and all feature dimensions are retained by HLDA. An efficient iterative optimization
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scheme proposed for STC may also be used maximize the objective function for HLDA [31, 34].

For both LDA and HLDA, the number of useful dimensions retained significantly affects the over-

all complexity of the underlying HMM system. This is an important issue that must be resolved

using appropriate complexity control techniques.

2.4.3 Multiple Subspace Projection Schemes

For complex patterns, such as human speech, multiple sets of feature representation may be re-

quired to incorporate more class specific information. The acoustic realization of speech signals

may be better modeled in different subspaces, depending on whether, for instance, a vowel or

constant is generated. This is particularly important for state-of-the-art LVCSR systems. Con-

text dependent phone models and a large number of Gaussian components are typically used

in these systems, as discussed in section 2.3.2. Therefore a local projection of the speech sig-

nals may yield performance gains over a global one. For multiple linear projection schemes, it

is important that the likelihood calculation in different subspaces be directly comparable. The

Jacobian terms associated with each projection must be computed for this purpose. Unfortu-

nately, HDA does not have an ML interpretation because a non-square linear projection is used,

as discussed in section 2.4.2. Hence HDA can not be extended to have multiple projections.

In contrast, an ML interpretation is available for both LDA and HLDA. Since a square linear

transform is used, the likelihood calculation may be performed in the complete feature space.

Both standard LDA and HLDA may be extended to have multiple projections that are shared

locally [34] and are referred to as multiple HLDA and multiple LDA.

Nuisance Dimension 1

HLDA projection 2

Nuisance Dimension 2

HLDA projection 1

Class A

Class B

Class C

Class D

Figure 2.6 multiple HLDA projections
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Multiple HLDA is a simple extension to standard HLDA. It allows multiple useful and nui-

sance subspaces to be locally shared in the system. Let A(r) denote the rth HLDA projection,

and the transformed feature vector, ǒ
(r)
τ , is given by

ǒ(r)
τ =

[

A
(r)
[p] oτ

A
(r)
[n−p]oτ

]

. (2.42)

An example of multiple HLDA is shown in figure 2.6. In the figure there are two HLDA

projections. Model parameters in both the useful and nuisance subspaces are locally shared.

The presence of multiple nuisance subspaces means that likelihood calculation for the nuisance

dimensions can not be discarded as in standard LDA or HLDA.

The estimation of multiple HLDA transforms requires maximizing the following objective

function

Â
(r)
mhlda = arg max

A(r)







∑

j,m∈r,τ

γjm(τ)

(

log
∣

∣

∣
A(r)

∣

∣

∣

2
− log

∣

∣

∣
Σ̌

(jm)
∣

∣

∣

)







(2.43)

where j, m ∈ r denotes that component m of state j is assigned to projection r. As the Jaco-

bian normalization terms are different across projections, they can no longer be ignored during

likelihood calculation. For component m of state j, this is given by

p(oτ |ψτ = Sj,m, λ) =
∣

∣

∣A
(r)
∣

∣

∣N
(

A(r)oτ ; µ̌
(jm), Σ̌

(jm)
)

(2.44)

where µ̌(jm) is transformed Gaussian means in the complete feature space of A(r). The number

of Gaussian parameters in an multiple HLDA system may be computed as
∑

r(n
2+2Nrpr +2(n−

pr)), where Nr denotes the number of Gaussians assigned to projection r, and pr the number of

useful dimensions for projection r.

The same EM based iterative optimization scheme for standard HLDA may also be used to

estimate multiple HLDA transforms on a projection by projection basis. Multiple HLDA also has

a structural flexibility as the useful subspace dimensionality may be varied locally across projec-

tions. Again the number of useful dimensions for each projection significantly affects the overall

system complexity. This important issue must be resolved by a appropriate model complexity

control scheme. In addition, it may be argued that multiple HLDA is not a “true” projection

scheme as the nuisance subspace parameters are still needed for likelihood calculation.

In contrast, multiple LDA is a “true” multiple projection scheme. Its difference from multiple

HLDA is that there is only one globally tied nuisance subspace, despite multiple projections are

used. For multiple LDA, the transformed feature vector, ǒ
(r)
τ , of the r the projection is given by

ǒ(r)
τ =

[

A
(r)
[p] oτ

A[n−p]oτ

]

(2.45)

where model parameters in the single nuisance subspace, A[n−p], are globally tied.

An example of multiple LDA is shown in figure 2.7. In the figure there are two LDA projec-

tion. Only one global nuisance subspace is available and is shared between the two projections.
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Class A

Class B

Class C

Class D

Nuisance Dimension

MLDA projection 1

MLDA projection 2

Figure 2.7 multiple LDA projections

For multiple LDA systems, the likelihood calculation in the nuisance subspace may be ignored,

as it remains constant for all Gaussian components.

Unfortunately, there no efficient optimization scheme for multiple LDA due to the fact that

model parameters are globally tied in the nuisance subspace. Numerical methods may be used

to optimize the projections. Furthermore, multiple LDA does not have the flexibility of multiple

HLDA in locally varying the useful subspace dimensionality. It was reported that multiple LDA

was outperformed by both multiple HLDA and STC using ML training on an LVCSR task [34].

One important issue when using multiple projections is the appropriate tying of transform

parameters. They may be loosely tied on state level as in [31, 34] or on HMM model level

using phonetic expert knowledge. Alternatively, data driven methods may be used to cluster

Gaussians into groups for each projection, based on distance measuring of Gaussian compo-

nents in the acoustic space. By using this assignment scheme significant WER reduction over

a single projection was reported on an LVCSR task in [70]. This distance measuring based as-

signment scheme was originally proposed for linear transformation based speaker adaptation

techniques [68, 30] and is further discussed in the next section.

2.5 Speaker Adaptation

Characteristics of speech signals vary substantially depending on the speaker and acoustic envi-

ronment. Models trained on speaker specific data outperform those trained on speaker indepen-

dent data. Speaker independent (SI) systems may be adapted to the characteristics of a target
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speaker or environment. This approach is referred to as speaker adaptation and is widely used

in state-of-the-art LVCSR systems [125, 51].

One approach for building speaker dependent (SD) models is maximum a posteriori (MAP) [36].

This technique allows prior knowledge about HMM parameters to be incorporated into parame-

ter estimation. SI model parameters, for example, may be used as the parameter priors. Model

parameters are gradually updated using speaker dependent data toward the target speaker. MAP

training may be viewed as a parameter smoothing scheme where the parameter posterior is a

combination of the prior and the ML estimates. In case of insufficient data the posterior dis-

tribution is close to the prior. The MAP estimates tend to the ML estimates as the amount of

training data is increased. One limitation with MAP training is that a large quantity of speaker

or environment specific data is required to adapt all the parameters in the system.

Maximum likelihood linear regression (MLLR) is another model based adaptation scheme [68,

30]. The speaker specific information is represented by one or more linear transformations that

are applied to the model parameters. The advantage of this method over MAP is that rapid

adaptation may be performed using a small amount of speaker specific enrollment data. For

instance, the adapted Gaussian mean, µ̌(jm), of component m and state j, may be expressed as

µ̌(jm) = W (rjm)ζ(jm) (2.46)

where W (rjm) is a n × (n + 1) linear transform assigned to component m of state j, and

ζ(jm) =
[

µ(jm)> 1
]>

is the extended mean vector. The transform parameters are optimized

using the EM algorithm with adaptation data from the target speaker. The ith row of the ex-

tended transform matrix, w
rjm

i , can be estimated as [68],

ŵ
(rjm)
i = G(rjm,i)−1k(rjm,i) (2.47)

and the sufficient statistics G(rjm,i) and k(rjm,i) are accumulated on a row by row basis,

G(rjm,i) =
∑

j,m∈rjm,τ

γjm(τ)
ζ(jm)ζ(jm)>

σ
(jm)2
i

k(rjm,i) =
∑

j,m∈rjm,τ

γjm(τ)
oτiζ

(jm)

σ
(jm)2
i

(2.48)

where σ
(jm)2
i is the ith dimensional diagonal variance element of the mth component and the

jth state. The above estimation formulas are only valid for systems using diagonal covariances.

For systems using full covariance Gaussians, the transform estimation requires inverting an (n2+

n)× (n2 +n) matrix and hence is computationally expensive. A detailed derivation of transform

estimation for this case was proposed in [68].

A globally tied MLLR transform may be applied to all the components in the system. To

further improve the performance, the number of MLLR transforms may be increased as long

as enough adaptation data is available. To determine the number of transforms and assign

the components to these transform classes, a regression class tree is often used [28]. A binary
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regression class tree is constructed to cluster Gaussian components that are close in the acoustic

space. This clustering method may also be used for the assignment of Gaussian components for

multiple projections discussed in section 2.4.3. The number of transforms, or equivalently the

tree cut, is determined by a manually tuned threshold of occupancy counts for each tree node.

The regression tree is constructed using a top-down procedure. Creation of a children tree node

1

2 3

4 5 6 7

Figure 2.8 Example of a binary regression tree for MLLR speaker adaptation.

is considered if the occupancy count assigned to it is above a pre-defined threshold. The tree

construction is complete when there is no children tree node to be created. A simple example of

a regression tree is shown in figure 2.8. The root node corresponds to all the components being

assigned to a global MLLR transform. In the figure, nodes 6 and 7, for instance, do not have

sufficient data, and the transform estimation is backed-off to the statistics of parental node 3. In

contrast, there is sufficient data available for leaf node 4, and a distinct MLLR transform will be

generated. The final number of transform classes in this example is three.

2.6 Adapting Multiple HLDA Systems

As discussed in section 2.5, in order to compensate for the speaker and environment variation,

standard adaptation techniques like MLLR may be used. However, for the systems using multiple

linear projection schemes, such as multiple HLDA discussed in section 2.4.3, there is one issue

with using MLLR. This is due to the presence of multiple feature subspaces. In earlier research

adapting Gaussian parameters within individual subspaces, referred to as normalized domain

MLLR in [29], was found to yield poor recognition performance. To overcome this problem,

the approach adopted in this work is to estimate the MLLR mean transforms in the original

acoustic space. Hence the sufficient statistics for transform estimation, given in equation 2.48,

will be accumulated in the standard feature space prior to linear projections. A matrix inverse

operation is required to yield the un-projected component parameters from individual subspaces.

For efficiency when estimating the MLLR transforms, a diagonal approximation to the covariance

in the original feature space is also used. The Gaussian means and covariances in the original
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space are computed as below.

µ(jm) = A(rjm)−1µ̌(jm)

Σ
(jm) ≈ diag

(

A(rjm)−1
Σ̌

(jm)
A(rjm)−1>

)

(2.49)

After the MLLR transforms are estimated, the adapted component means in the original space

are then projected back into individual subspaces for each projection. This allows systems using

multiple linear projections to be efficiently adapted.

2.7 Summary

The statistical framework for automatic speech recognition systems was outlined in this chapter.

First, hidden Markov models were discussed as acoustic models. The optimization of HMM pa-

rameters was presented using ML training. Then the standard feature extraction schemes were

briefly reviewed for HMM based speech recognition systems. The selection of recognition units

and parameter tying were also discussed. Language modeling and pronunciation modeling ap-

proaches were outlined, along together with the basic search algorithm used in a state-of-the-art

large vocabulary decoder. This was followed by a brief review of linear projection schemes under

the framework of linear discriminant analysis. Finally, popular speaker adaptation techniques

were briefly described.



3

Model Complexity Control

A standard problem in LVCSR training, and machine learning in general, is how to select a model

structure that generalizes well to unseen data. Model structures which are too simple lack the

power to fully represent the observed data. On the other hand, structures that are too complex

do not generalize well and yield poor performance on unseen data. This chapter presents a sur-

vey of techniques to control model complexity. First, word error rate (WER) is introduced as a

“golden” complexity control criterion for most ASR tasks. Then existing complexity control tech-

niques are presented. These schemes are classified into two broad categories: Bayesian learning

techniques and information theory methods. A survey of previous applications of these tech-

niques to speech recognition is also given. Finally, the limitations of likelihood based complexity

control schemes is discussed.

3.1 WER - A Zero Risk Criterion

The aim of model complexity control is to select the optimal number of parameters to train to

achieve good generalization to unseen data. For speech recognition the generalization to the

unseen test data, D, is commonly measured by the word error rate (WER). Hence, for the ma-

jority of speech recognition tasks the aim of model complexity control is to achieve a minimum

WER on the unseen data. A good complexity control technique should predict the correct WER

performance ranking for all systems with a range of configurations. Therefore WER is a “golden”

complexity control criterion with zero ranking risk, since the ordering according to WER is the

correct ranking. For speech recognition the task is to select of an optimal structural configura-

tion, M̂, with a minimum WER on unseen data, from a set of candidate models, {M}, given

a T length training data set, O = {o1, ...,oT }, and the reference transcription W [122, 121].

However, WER is difficult to directly measure for highly complex state-of-the-art LVCSR systems.

A wide range of techniques are currently used which alter the system complexity and WER.

Examples of these techniques include the use of mixtures of Gaussians as state distributions,

dimensionality reduction schemes, decision tree based state tying and linear transform based

speaker adaptation. For current LVCSR systems, explicitly building and evaluating systems with

31
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various structural configurations to access WER is infeasible. Therefore, automatic complex-

ity control techniques are needed so that individual systems are not required to be built and

evaluated.

3.2 Likelihood Based Model Complexity Control

Standard complexity control schemes do not require direct measurement of the WER for each

candidate structure. Instead an inherent model correctness assumption is made. All candidate

model structures are assumed to be “close” to the correct model for speech signals. Thus increas-

ing the likelihood on the unseen data will decrease the systems’ WER. Under this assumption,

likelihood validation test may be used as an alternative to directly accessing WER [122, 121].

When performing likelihood validation test, the optimal model parameters are normally esti-

mated using either the maximum likelihood (ML) or maximum a posteriori (MAP) criterion. Dis-

criminative training criteria, such as the maximum mutual information (MMI) criterion [3], may

also be used. However, in most statistical inference literature, the “optimal” model parameters

are trained using the ML or MAP criterion. This is the case considered in this chapter. Using the

likelihood held-out data set, D, the model selection is based on the following:

M̂ = arg max
M

{

p(D|λ̂,W,M)p(λ̂|M)P (M)
}

(3.1)

where λ̂ denotes the optimal parameter estimates. One issue with this method is that the training

of individual systems is still required. State-of-the-art LVCSR systems are highly complex. Hence

explicitly building all possible systems for held-out likelihood test is infeasible. Another issue is

how to appropriately determine the the size of the held-out data set. In the statistical inference

literature, the power of a likelihood validation test is increased as the held-out data size grows,

when measured with a fixed level of statistical significance [122]. However, the computational

cost for validation test also increases as the amount of held-out data is increased. Using a large

held-out data set will reduce the amount of training data available. Furthermore, it is a non-

trivial problem to evaluate the reliability of the selected held-out data.

To overcome this problem many complexity control techniques make use of only the training

data. It is assumed that there is a strong correlation between the unseen data likelihood and

the training data marginal likelihood, given a particular model structure. These schemes may be

further classified into two major categories. In Bayesian learning techniques, model parameters

are treated as random variables and integrated out in the parametric space. In information

theory approaches, the complexity control problem is viewed as finding an appropriate code

length [6]. These two approaches are closely related to each other. Both can be explicitly

expressed as the training data marginal likelihood given a model structure and asymptotically

tend to the Bayesian Information Criterion (BIC) approximation [104]. In the following sections

these two categories of complexity control schemes are presented. Some inherent assumptions

made by these schemes and their limitations are also discussed.
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3.3 Bayesian Techniques

In Bayesian complexity control techniques, it is assumed that the the training data marginal

likelihood over model parameters is strongly correlated with the unseen data likelihood. A

Bayesian model selection is based on

M̂ = arg max
M

{

P (M)

∫

p(O|λ,W,M)p(λ|M)dλ

}

= arg max
M

{P (M)p(O|W,M)} (3.2)

where λ denotes a parameterization of M, and p(O|W,M) is referred to as the Bayesian evidence

in the literature.
Li

ke
lih
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d

Data

just right

too complex

too simple

Figure 3.1 Three model structures with different complexity

In equation 3.2, p(λ|M) and P (M) are the prior distribution of a set of model parameters,

λ, and the prior distribution of a particular model structure M. For Bayesian evidence, the se-

lection of a good form of the parameter prior distribution, p(λ|M), is a subjective process. Often

simplifying assumptions are made about this distribution, which typically constrain it to be a

conjugate prior distribution for p(O|λ,W,M). Under these assumptions the evidence integra-

tion may be more tractable [39, 59, 118]. Commonly used forms are the exponential family,

such as Gaussian, Gamma and Dirichlet distributions. However, due to the lack of knowledge

about the underlying distribution and number of parameters, the parameter prior, p(λ|M), is

assumed to be uninformative in this work.

If also assuming there is no prior information given by P (M), the optimal model is selected

by evaluating the evidence integral for each candidate structure. The model parameters are

treated as unknown random variables to be integrated out in the parametric space. By marginal-

izing over the parameters the model complexity may be controlled. Over-simple model struc-

tures are not powerful enough to model the observed data. On the other hand, over-complex

model structures are penalized for allowing too much freedom in the parametric space. They
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are over-fitted to the observed data, which leads to bad generalization performance, despite

modeling the training data well. This is shown in figure 3.1. The five observed data samples are

represented using crosses along the horizontal axis. A Gaussian distribution, a two component

and a 4 component GMMs are used as examples. The GMM with four component marked as

“too complex” has been over-fitted to the data. It has more power in modeling the observed

data, but generalizes poorly. In contrast the single Gaussian distribution marked as “ too simple”

has insufficient power to model the observed data. The two component GMM marked as “just

right” has the optimal complexity among the three. It is capable of modeling a certain range of

interesting observed or unseen data sets. It will give a high Bayesian evidence for that range of

data sets but little for others. In a word, the simplest model structure that can sufficiently de-

scribe the observed data should be selected. This property of Bayesian evidence is often referred

to as Ockham’s Razor [122, 41].

Having simplified the forms of prior distributions, the evidence must be computed for model

selection. For HMM based speech recognition systems, it is often computationally intractable

to directly integrate out the marginal likelihood in equation 3.2. Appropriate approximation

schemes are required to practically evaluate the Bayesian evidence. In the following sections

four approximation schemes are discussed. These are a first order expansion using Bayesian

information criterion (BIC), a second order Laplace’s approximation, a lower bound approxima-

tion using EM or variational method and Markov chain Monte Carlo (MCMC) style sampling

schemes.

3.3.1 Bayesian Information Criterion (BIC)

The Bayesian evidence integration in equation 3.2, may be asymptotically approximated via a

Taylor series expansion around the parameter optimum λ̂. When the number of training samples

T becomes infinitely large, this gives the Bayesian Information Criterion (BIC) [104]. BIC is the

most widely used approximation scheme for the evidence integral. This criterion can be simply

expressed in terms of a penalized log likelihood evaluated at the ML or MAP estimate of model

parameters λ̂. The model selection is based on the following approximation,

log p(O|W,M) ≈ log p(O|λ̂,W,M) − ρ ·
k

2
log T (3.3)

where k denotes the number of free parameters in M and ρ is a penalization coefficient which

may be tuned to specific tasks [15]. Schwartz originally proved that when ρ = 1, BIC is a first

order asymptotic expansion of the log of the evidence integral in equation 3.2, under certain

regular assumptions upon the density p(O|λ,W,M) [104]. In [15] it was suggested that the

tuning of ρ may compensate for the higher order terms unaccounted for in the BIC expansion,

and the temporal correlation of speech signals ignored by HMMs.

There are two issues to consider when BIC is used to approximate the Bayesian evidence.

First, BIC is only a first order approximation to the Bayesian evidence. Under the large number

assumption, higher order terms from the Taylor series expansion are ignored. However, when
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the amount of training data is “small” the BIC approximation to the Bayesian evidence becomes

increasingly poor. In this case the higher order terms that have been ignored may actually

contain important information about model complexity. Hence it would be preferable to have

an approximation scheme that can incorporate more information from the higher order terms.

The second issue with this method is that the complexity penalization term in equation 3.3,

ρ · k
2 log T , does not account for the difference in terms of the form of model parameters. k

represents only the total number of free parameters, regardless of their individual nature. In

recent research this was found to be a limitation of the BIC metric when optimizing multiple

complexity attributes of different forms [71]. This limitation was investigated on an LVCSR

task in [71], in which both the number of Gaussian components per state and number of useful

dimensions of an HLDA system were optimized. The BIC metric failed to select the appropriate

model complexity.

3.3.2 Akaike Information Criterion (AIC)

Another approximation scheme, which is closely related to BIC, is the Akaike Information Crite-

rion (AIC) [1]. AIC was originally developed from research work on hypothesis and significance

test. Akaike also gave a Bayesian interpretation to AIC using a likelihood ratio test [1]. The

criterion itself is a simple trade-off between the fitness to the observed data, and the number

of free parameters in the system. The fitness to the observed data is again expressed in terms

of log-likelihood, evaluated at the optimal parameter estimates. Model selection using the AIC

criterion is based on the following:

M̂ = arg max
M

{

log p(O|λ̂,W,M) − k
}

. (3.4)

For AIC the complexity penalization term is only associated with the total number of free

parameters, k. Compared with BIC, AIC is a simpler complexity control criterion. No information

about the size of the training data, T , is accounted for in the AIC penalization term, k. In contrast

to the complexity term of BIC in equation 3.3, k
2 log T , AIC lacks of power in penalizing over-

complex systems when the amount of training data is increased. Thus, for larger data sets AIC

may favor more complex systems than BIC.

3.3.3 Laplace Approximation

To incorporate more information from the higher terms ignored in BIC , a second order Taylor

series expansion for the Bayesian evidence may be used. This leads to the Laplace’s approxi-

mation [122, 78]. The basic idea is to make a local Gaussian approximation of the likelihood

curvature in the parametric space. The Gaussian mean is set to the optimum of the model

parameters. These parameters are normally estimated using either ML or MAP criterion. The

covariance matrix is set to the Hessian evaluated at the optimum of model parameters. The Hes-

sian is also referred to as the Fisher information matrix in the statistical inference literature. The
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volume under that Gaussian is computed as an approximation to the evidence. The Bayesian

evidence in equation 3.2 is then approximated as the following:

log p(O|W,M) ≈ log p(O|λ̂,W,M) −
1

2
log
∣

∣

∣−∇2
λ=λ̂

log p(O|λ,W,M)
∣

∣

∣+
k

2
log 2π.(3.5)

Using this approximation, difference among forms of model parameters can be accounted for

in the Hessian, ∇2
λ=λ̂

log p(O|λ,W,M), of equation 3.5. A general example of the Laplace’s

approximation is shown in figure 3.2. A simple case is illustrated in the figure where the variable

x only has one single dimension. A Gaussian distribution is fitted to an arbitary function curve,

f(x). The Gaussian mean is at the optimal estimate, x̂, estimated using either ML or MAP

criterion. Its variance is the second order derivative with respect to x, −∇2
x=x̂ log f(x), which is

also computed at the parameter optimum x̂.
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Figure 3.2 Laplace Approximation

For many practical situations it is infeasible to compute and store the Hessian as a full matrix

when the number of parameters in the system, k, is far too large. In current LVCSR systems the

number of model parameters can be in the millions. As the Hessian contain O(k2) parameters,

storing it as a complete matrix rapidly becomes infeasible as k increases. Therefore, for these

systems a memory efficient approximation is required. One practical solution is to use a block

diagonal approximation. It is assumed that model parameters belonging to different parts of the

system, such as individual Gaussian components, are independent of one other. This may be

expressed in equation 3.6,

∇2
λ=λ̂

log p(O|λ,W,M) =











. . . 0

∇2
λ(j)=λ̂(j)

log p(O|λ,W,M)

0
. . .











(3.6)

where λ(j) denotes the parameters of some Gaussian component j 1. This is the approach

adopted in this work and is addressed with more detail in later chapters. It should also be noted

1Gaussian components are treated as “hidden states” of HMMs in this work. For clarity in the rest of the thesis,
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that under a large number assumption, when the number of training data samples T is infinitely

large, Laplace’s approximation tends to the same asymptotic expansion as BIC.

3.3.4 EM Method

One issue with both of the previous two approximation schemes is that the log-likelihood and

optimal parameters for each model structure are required. For LVCSR tasks explicitly building all

possible systems to obtain the log-likelihood is infeasible. One method to address this problem

is to derive an appropriate lower bound for the ML criterion. Such a lower bound should be

in a tractable form and marginalized over for complexity control, assuming it yields the same

ranking as using the log-likelihood. Let λ̃ denote the current parameterization for M and {ψ}

the set of hidden state sequences allowed by the reference transcription W. Using an expectation

maximization (EM) approach [19], as described in section 2.2.1, a lower bound to the training

data log-likelihood may be expressed as

log p(O|λ,W,M) ≥ log p(O|λ̃,W,M) + Qml(λ, λ̃) −Qml(λ̃, λ̃)

= Lml(λ, λ̃) (3.7)

where the standard EM auxiliary function for HMMs is given by

Qml(λ, λ̃) =
∑

j,τ

γj(τ) log p(oτ |ψτ = Sj , λ,M). (3.8)

ψτ = Sj indicates that an acoustic feature vector oτ was generated by state j at time instance τ ,

and the hidden state posterior

γj(τ) = P (ψτ = Sj |O,W, λ̃,M). (3.9)

To compute the above auxiliary function, the first and second order moments,

∑

τ

γj(τ)oτ =
∑

τ

P (ψτ = Sj |O,W, λ̃,M)oτ

∑

τ

γj(τ)oτo
>
τ =

∑

τ

P (ψτ = Sj |O,W, λ̃,M)oτo
>
τ , (3.10)

are also required. Compared with the training data log-likelihood, the dependency upon latent

variable sequences has been removed in Lml(λ, λ̃). Thus the above lower bound has a more

tractable form.

For LVCSR training the majority of the time is spent accumulating sufficient statistics to es-

timate the model parameters. Thus, accumulating these statistics for all possible systems is

infeasible. To handle this problem, a range of model structures may be required to use infor-

mation derived from the same set of statistics generated using a single system. For example

when determining the number of components, statistics for systems with fewer components per

the notation j is used to denote a component. However, this should not be confused with those notations used earlier

in chapter 2.
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state may be derived by merging statistics defined in equations 3.9 and 3.10 together from a

more complex system. For example, when merging Gaussian components l and k to form a new

component j, the statistics given in equation 3.9 may be merged as γj(τ) = γl(τ) + γk(τ). This

allows the lower bound in equation 3.7 to be efficiently computed. In fact this approach is also

used in decision tree based state clustering, as discussed in section 2.3.2. When tree nodes are

merged, the same statistics merging is performed among states with a single Gaussian. This ef-

ficient component merging process will be discussed in more details in chapter 5. The following

lower bound for the evidence may then be used for model selection:

log p(O|W,M) ≥ log

∫

exp
(

Lml(λ, λ̃)
)

p(λ|M)dλ. (3.11)

Though the right hand side of inequality 3.11 may have a closed form solution, in many sit-

uations it is still impossible to compute. To further reduce the computational cost, the right

hand side of the inequality in equation 3.11 may be efficiently approximated using numerical

approximation schemes, such as Laplace’s approximation.

One important feature of the lower bound marginalization in equation 3.11 is that it may

be related to the integration of the ML auxiliary function in equation 3.8. The only term in

the lower bound which is dependent on the model parameters, λ, is the auxiliary function

Qml(λ, λ̃). When multiple model structures use the same set of statistics, {γj(τ)}, the rank

ordering derived from the marginalization of Lml(λ, λ̃) is equivalent to the ranking of the inte-

gral over Qml(λ, λ̃). However, when multiple sets of statistics are used, the other terms in the

lower bound, log p(O|λ̃,W,M) and Qml(λ̃, λ̃), may vary. In this case they can longer be ignored

and must be computed. Directly comparing of the marginalization of Qml(λ, λ̃) between model

structures is not meaningful, unless they share the same set of statistics.

One basic assumption is made in the lower bound based approximation in equation 3.11. It

is assumed that the ordering of the Bayesian evidence is the same as that of its lower bound. The

looser the bound is, the poorer the approximation may become. For the EM lower bound given

in equation 3.7, this means that aggressively sharing statistics among very different model struc-

tures may lead to a poor evidence approximation. Hence, when sharing statistics the complexity

variation among model structures must be constrained to ensure the reliability of statistics, and

the bound. This issue will be further discussed in detail in chapter 5.

3.3.5 Variational Method

The ML bound in equation 3.7 requires the the hidden state posterior, P (ψτ = Sj |O,W, λ̃,M).

However, in many practical situations when more complicated forms of acoustic models are used

this distribution is intractable. To handle this problem, another related approximation scheme,

variational approximation [2, 38, 39], may be used. In a similar formula to the EM algorithm,

Jensen’s inequality is applied to derive an evidence lower bound. If the joint posterior distri-

bution over both model parameters and hidden states, P (ψτ = Sj , λ|O,W,M), is intractable,

a variational approximation may be made. A computationally tractable variational distribution
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P(ψ, λ) will be used in the modified E step instead of the original joint posterior. The evidence

lower bound derived using a variational approximation may be written as

log p(O|W,M) ≥

∫

∑

ψ

P(ψ, λ) log
p(O,ψ, λ|M)

P(ψ, λ)
dλ. (3.12)

Maximizing the lower bound in the above equation is equivalent to minimizing the Kullback-

Leibler (KL) divergence between the variational distribution, P(ψ, λ), and the true joint pos-

terior, P (ψτ = Sj , λ|O,W,M). Variational methods provide an alternative form of evidence

lower bound. It is sometimes referred to as Variational Bayesian learning in the literature. The

key issue with this approach is how to select an appropriate form of variational distribution.

Such a selection is always subjective. One commonly used form assumes the statistical indepen-

dence between model parameters, λ, and hidden states, Sj , so the variational distribution is in

a simplified factorial form, P(ψ, λ) = P(ψ)P(λ), for example, in [118, 117].

The same assumption of the EM lower bound in equation 3.11 is made in variational meth-

ods. It is assumed that the ordering of the Bayesian evidence is the same as that of the variational

lower bound. Similar to the log-likelihood lower bound derived using EM, the looser the varia-

tional lower bound is, the poorer the evidence approximation may be. Hence, the selection of

the variational distribution P(ψ, λ) should tighten the bound as much as possible.

3.3.6 Markov Chain Monte Carlo (MCMC) Sampling

Another family of approximation methods for the Bayesian evidence are Markov chain Monte

Carlo (MCMC) sampling schemes [79, 97, 82]. The simplest MCMC sampling based approxima-

tion is to average out a finite number of random samples drawn in the parametric space. This is

given in the following equation and is often referred to as the simple Monte Carlo:

p(O|W,M) =

∫

p(O|λ,W,M)p(λ|M)dλ

≈
1

Nmc

∑

i

p(O|λi,W,M) (3.13)

where λi is the ith sample of the model parameters and Nmc is the total number of samples

drawn. It is assumed that the drawn samples are statistically independent against one another.

However, in many practical situations it may difficult to obtain such samples from p(λ|M).

To overcome this problem other forms of sampling schemes may be used. In rejection sam-

pling, a proposal distribution, q(λ), and a constant, c < ∞, are introduced such that ∀λ, p(λ|M) ≤

cq(λ). Samples that are drawn from the proposal distribution q(λ) with a probability p(λ|M)/cq(λ)

are accepted and used for the simple Monte Carlo in equation 3.13 [82, 79]. One issue with re-

jection sampling is that the scheme only works well if the proposal distribution q(λ) is a good

approximation to the parameter prior p(λ|M). It may be difficult to find cq(λ) with a small c

which is easy to sample from.
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Another closely related sampling scheme is importance sampling. Using this method the

Bayesian evidence is approximated as the following [82, 79]:

p(O|W,M) ≈
1

Nmc

∑

i

p(O|λi,W,M)
p(λ|M)

q(λ)
(3.14)

where the proposal distribution q(λ) is required to be non-zero when p(λ|M) is. Similar to

rejection sampling, the issue with this approach is also how to select a suitable form of the

proposal distribution q(λ) as a good approximation to p(λ|M). Another issue with both rejection

sampling and importance sampling is that an improper weighting or rejection of samples can

cause the Monte Carlo average to be dominated by a few samples. This may lead to a poor

approximation of the Bayesian evidence.

In many situations when p(λ|M) is a high dimensional distribution, it may be difficult to find

a good form of proposal distribution q(λ) as an approximation. In this case more complicated

sampling schemes, such as Gibbs sampling may be used [97]. In Gibbs sampling, it is assumed

that p(λ|M) is too complex to draw samples from directly. Instead, its conditional distribution,

p
(

λ
(n)
i |λ

(n)
1 , ..., λ

(n)
i−1, λ

(n−1)
i+1 , ..., λ

(n−1)
Nmc

)

, may be used as the proposal distribution. The super-

script refers to the nth sampling iteration. The algorithm iteratively picks up a model parameter

sample, either in turn or randomly, which is then replaced by a sample selected using the pro-

posal distribution. This form of proposal distribution accounts for the statistical dependence

between samples.

Unfortunately, MCMC sampling schemes are impractical to use on current LVCSR systems for

Bayesian evidence approximation. A state-of-the-art recognition system may contain millions of

free parameters. This leads to a very high-dimensional parameter space from which to draw

samples. For this reason MCMC based sampling schemes are computationally less feasible than

other approximation schemes. They are not considered in this thesis for the approximation of

Bayesian evidence.

3.4 Information Theory Methods

The second category of complexity control techniques are based on information theory. These

approaches treat the complexity control problem as finding an appropriate code length [6] for a

data transmission process. Probabilistic distributions may be viewed as code generators. Assume

that both the sender and the receiver know from which distribution, p(O|W,M), a code O is

generated from. Then according to Shannon’s Source Coding Theorem, the fitness to the data,

− log p(O|λ̂,W,M), penalized by a channel cost, C(O,M), forms a two-part code description

length [16, 6, 96, 54],

M̂ = arg min
M

{

− log p(O|λ̂,W,M) + C(O,M)
}

. (3.15)

The channel cost may be interpreted as the part of description length which corresponds to

the complexity of the code generator. In this section two complexity control criteria within the

information theory framework are presented.
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3.4.1 Minimum Description Length (MDL)

One commonly used information theory approach is the minimum description length (MDL)

criterion. The MDL principle selects the optimal model structure with the shortest two-part code

length. For the two-part code given in equation 3.15, the complexity term, C(O,M), needs to

be explicitly given. Hence the two-part code based MDL criterion in equation 3.15 may not be

directly used for complexity control unless the penalization term, C(O,M), is explicitly known.

The MDL code length may be expressed in multiple forms [95, 47]. A two-part code is only

one of these forms. There are other forms of description length that do not require knowing

the exact form of the complexity penalization term. One example is the normalized maximum

likelihood (NML) proposed in [95]. The standard form is the mixture code length [16, 6, 54].

M̂ = arg max
M

{

P (M)

∫

p(O|λ,W,M)p(λ|M)dλ

}

(3.16)

It is in the same form as the Bayesian evidence integral in equation 3.2. However, it is

derived as a form of code description from an information theoretic perspective. In common with

Bayesian evidence, this form of code length may be approximated via a first order asymptotic

expansion equivalent to BIC, or a second order Laplace’s approximation.

3.4.2 Minimum Message Length (MML)

Another information theory approach is the Minimum Message Length (MML) principle [47].

The basic idea of MML is to find a two-part code generator to minimize the expected message

length (number of bits needed to encode the data) of the observed data. The MML principle is

closely related to MDL. The MML code length has the same form of definition as the mixture MDL

given in equation 3.16. However there are some differences between the two schemes. First,

the MML code length can only be expressed as a mixture distribution, while MDL may have

multiple forms of code length. A mixture distribution is only one of them. Second, the MML

principle is more closely related to Bayesian approaches than MDL. A prior distribution over

model parameters is always required as in equation 3.16. In contrast, such a prior distribution

is not required by the MDL principle when a two-part code length is used. Like the mixture code

length of MDL in equation 3.16, the MML code length may be approximated via a BIC style first

order, or Laplace’s second order approximation.

3.5 Previous Application to Speech Recognition

As discussed in section 3.1, state-of-the-art LVCSR systems are highly complex and many tech-

niques are used to enhance the recognition performance and also alter the systems’ complexity.

When these techniques are used it is desirable to optimize the model complexity to achieve the

optimal WER. However the application of complexity control techniques for speech recognition

has been limited, especially for LVCSR tasks. In this section a survey of previous applications of

model selection techniques is presented.
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BIC is a most commonly used complexity control technique for speech recognition [12, 13,

15, 130]. For example, this method was used in [12, 15] for HMM state tying on LVCSR tasks.

As described in section 2.3.2, in decision tree based state clustering the threshold for likelihood

gain must be manually tuned. Such a threshold acts to control the depth of the tree, or equiv-

alently the total number of distinct states after tying [132, 133, 131]. This means the system’s

complexity can not be automatically determined. In contrast, the optimal tree cut was automati-

cally determined using BIC and “penalized” BIC (ρ = 2.0 in equation 3.3) in [15]. The EM lower

bound of log-likelihood discussed in section 3.3.4 was used to efficiently compute the BIC crite-

rion during clustering. It was reported that compared with a standard likelihood based approach

a more compact HMM system with the same WER was obtained. It was also reported that the

standard BIC criterion lacked penalization power to prune over-grown trees. In [118, 117] on

a Japanese LVCSR task it was also found that BIC yielded a poor approximation to the evidence

integral when the training data is limited. The problem may be caused the large number as-

sumption made in BIC, as discussed in section 3.3.1, which may be too strong for small data

sets. So as the amount of training data is reduced, the BIC approximation is increasingly poor.

As an alternative to BIC, the variational method has also been used to approximate the evi-

dence integral for complexity control. The large number assumption of BIC is no longer required.

The scheme is often referred to as the variational Bayesian method [2, 119, 120, 117, 59].

In [117] this approach was used for decision tree based state clustering. The approximated

Bayesian evidence was used instead of likelihood as in a standard approach. Performance im-

provements were reported with a small vocabulary English name entity recognition task. In [59]

on experiments of a small vocabulary Japanese recognition task, the variational Bayesian ap-

proach was also found to select a more compact decision tree cut than the standard maximum

likelihood method. Performance gains were also obtained over an MDL (equivalent to BIC)

based clustering proposed in [105, 107]. As described in section 3.4, when using the MDL

principle a certain form of code length is required. In [105, 107], the mixture code length in

equation 3.16 was used. A first order approximation to it is equivalent to the BIC metric.

In addition to HMM state tying, another area which complexity control techniques have been

applied to is speaker adaption. For these tasks the amount of enrollment data is often sparse. It

is therefore important to determine the optimal number of parameters to be robustly estimated

when building speaker specific models. For linear transformation schemes, such as MLLR, this

corresponds to the number of transforms. As previously discussed in section 2.5, a standard ap-

proach uses the training data associated with each regression tree node [128, 28]. If the amount

of data assigned to a tree node exceeds a given threshold, an MLLR transform will be generated.

Otherwise, the transform estimation will back-off to the parental node’s statistics. The occupancy

threshold requires empirical tuning. Essentially, this is a simply “more data more parameters”

approach. In [106] the MDL principle was used to determine the optimal cut of a regression

class tree. The form of code length used was the mixture distribution given in equation 3.16, ap-

proximated via a first order expansion (equivalent to BIC). Each MLLR transform was restricted

to be a simple bias vector. Experimental results on a medium vocabulary Japanese recognition
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task showed that marginal WER improvement was obtained over the standard approach.

3.6 Limitations of the Likelihood Paradigm

There is an inherent assumption made in standard evidence based complexity control tech-

niques: there is a strong correlation between WER and likelihood on unseen data. Thus in-

creasing the likelihood on the unseen data should decrease the WER. However, for a speech

recognition system using HMMs, such an assumption is not true. As previously discussed in

section 2.1.1, when using HMMs two assumptions are made about the nature of the speech sig-

nals: the quasi-stationary assumption and the observation independence assumption. Neither

assumption is actually true for speech signals. Speech production is a non-stationary process

even within minute time intervals. Furthermore, the dynamics of articulators and the use of

overlapping frames in speech parameterization, as discussed in section 2.3.1, result in correla-

tion between frames. Hence HMMs are not the correct models for speech signals. Consequently,

in recent research the correlation between WER and likelihood has been found fairly weak for

current speech recognition systems. In this case, using held-out data likelihood, or equivalently

marginalizing the ML criterion as in Bayesian learning and Information theory, may be inappro-

priate for complexity control. It leads to an incorrect WER ranking and a poor selection of model

complexity. For this reason it would be preferable to marginalize a criterion that is more closely

related to the recognition error, rather than likelihood.

3.7 Summary

In this chapter standard complexity control techniques were presented. These schemes were de-

veloped within a maximum likelihood paradigm and may be classified into two major categories.

In Bayesian learning techniques model selection is based on the evidence, or the marginal likeli-

hood of training data. In information theory approaches, a complexity control problem is viewed

as finding the optimal code length for a data transmission process. The code length is often ex-

pressed as the penalized log likelihood. For both types of techniques numerical approximation

is often required to practically compute the Bayesian evidence or the mixture code length.

For these techniques to work well, a strong correlation between the WER and likelihood

on unseen data must exist. However, for current speech recognition systems using HMMs this

correlation may be fairly weak, as the models used are far from the “ideal” ones. Thus these stan-

dard likelihood based approaches may be inappropriate for model complexity control on current

ASR tasks. It would be preferable to employ a complexity control criterion that is more directly

related to WER. In chapter 5 a novel discriminative method for model selection is presented.
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Discriminative Training

This chapter presents discriminative training techniques for speech recognition. First the limita-

tions of maximum likelihood training is discussed. Then several commonly used discriminative

criteria are presented. This is followed by a survey of the optimization schemes for discrimina-

tive training criteria. In particular, the extended Baum-Welch (EBW) algorithm, and a recently

introduced weak-sense auxiliary function based approach are discussed.

4.1 Limitations of ML Training

In maximum likelihood training it is assumed that HMMs are the “correct” models for speech

signals. It is further assumed that given infinite amount of training data, the global ML estimates

tend to the optimum of model parameters. However, for current speech recognition systems

neither assumption is true.

First, HMMs are not the “correct” models for speech signals. As discussed in section 2.1.1,

two assumptions were made about the nature of speech signals when using HMMs: the quasi-

stationary assumption and the observation independence assumption. As discussed in sec-

tion 3.6, neither is true. Since current HMM based ASR systems are not the correct models

for speech signals, the correlation between the WER and likelihood may be weak. Merely in-

creasing the likelihood on the observed or unseen data as in ML training may not necessarily

improve the recognition performance.

Second, the training data quantity is limited in practical situations. A large collection of

audio data with detailed transcription is highly expensive. The majority of state-of-the-art LVCSR

systems are trained using no more than five thousand hours of audio data [11, 24, 65]. To

produce accurate manual transcriptions for these large collections of acoustic training data is

very expensive.

Third, the EM algorithm used in ML training is only guaranteed to find a local optimum for

the model parameters. Even if the above two conditions are met, an EM based optimization

still cannot guarantee to yield a global optimal estimate for the model parameters during ML

training.

44
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For these reasons, ML training does not guarantee the optimal recognition performance for

current speech recognition systems. Hence it is preferable to employ training schemes that ex-

plicitly aim at improving the recognition accuracy. One obvious form is to use the recognition

error rate. However, the recognition error rate is not in a continuous form and may not be

directly used for training based on standard optimization schemes, such as gradient descent.

In contrast, discriminative training criteria, such as maximum mutual information (MMI), are

continuous approximations to the error rate. These criteria do not make the model correctness

assumption as in ML training. They are explicitly aimed at reducing the approximated recogni-

tion error rate on either a sentence or word level.

4.2 Discriminative Training Criteria

Discriminative criteria have been successfully applied to LVCSR training [124, 93, 90]. In this

section three commonly used discriminative training criteria, maximum mutual information

(MMI), minimum phone error (MPE) and minimum classification error (MCE), are presented

in detail.

4.2.1 Maximum Mutual Information (MMI)

One of the most widely used discriminative criteria is the maximum mutual information (MMI)

criterion [3]. This is equivalent to maximizing the a posteriori probability of the correct tran-

scription, W, for the given training data and model. The MMI criterion may be expressed as

Fmmi(λ,M) =
p(O,W|λ,M)

p(O|λ,M)

= P (W|O, λ,M) (4.1)

When the language model parameters, P (W), are fixed during training, the MMI criterion is

equivalent to conditional maximum likelihood (CML) criterion [81]. In addition to optimizing

the ML criterion, p(O,W|λ,M), the likelihood of a “composite” model p(O|λ,M) is decreased.

The composite model, p(O|λ,M), is obtained by summing over all possible hypotheses, {W̃}.

p(O|λ,M) =
∑

W̃

p(O|λ, W̃,M)P (W̃) (4.2)

In the literature these two parts of the MMI criterion are usually referred to as the numerator and

denominator terms respectively [84, 124]. For LVCSR systems it is infeasible to store all possible

hypotheses to obtain the composite model, p(O|λ,M). In practice a finite number of confusable

word sequences are stored either in an N-best list or lattice. These are used as a compact format

to represent the model confusions over the training data [112]. As discussed in section 2.3.5, the

dynamic range of likelihood may be very different between the acoustic model and the language

model. To overcome this problem, the language model probability is scaled by a constant κ > 0

to compensate for the difference in dynamic range [124]. The acoustic likelihood is also de-

weighted using the inverse of the language model probability scale. This broadens the posterior
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distribution of different word paths in a lattice. Such an increase in confusable data can improve

generalization performance [124]. By doing so the likelihood given the composite model may

be expressed as

p(O|λ,M) =
∑

W̃

p(O|λ, W̃,M)
1
κ P (W̃)κ.

MMI based discriminative training has been extensively used in state-of-the-art LVCSR sys-

tems. Significant improvements over ML trained models have been reported [124, 129, 126].

However, it has been found that the MMI criterion can give undue weights to outliers that have

very low posterior probability over the correct transcription [113]. Consider the case when the

observed data O is segmented into individual segments for training, {O1, ...,Or, ...,OR}, where

Or denotes the rth utterance. The following MMI criterion calculation will be heavily dominated

by utterances with very low posteriors.

Fmmi(λ,M) =
∑

r

log
p(Or,W|λ,M)

p(Or|λ,M)
(4.3)

4.2.2 Minimum Classification Error (MCE)

Another discriminative criterion closely related to MMI is the minimum classification error (MCE)

criterion [14, 60]. The MCE criterion was originally proposed for isolated word recognition [14].

In [110, 109] a form of MCE criterion was modified for continuous speech recognition tasks.

As with the MMI criterion, word lattices or N-best lists may be used to represent the model’s

confusion over the training data. The MCE criterion is given by

Fmce(λ,M) = f

(

log
p(O,W|λ,M)

∑

W̃ 6=W p(O|λ, W̃,M)P (W̃)

)

(4.4)

where f(·) is the smoothing function. Commonly used forms of f(·) are either an identity,

f(x) = x, or a Sigmoid function given by

f(x) =
1

1 + e−ax
(4.5)

where a is a tunable parameter. Note that the denominator term in equation 4.4 only contains

incorrect word sequences for the MCE criterion, rather than all the possible word sequences as

in the MMI criterion. This is a difference between the MCE and MMI criteria. A unified view

of both the MMI and MCE criteria was given in [110, 109]. It was shown that both MMI and

MCE criteria provide an upper bound to the sentence error rate from a Bayesian perspective.

However, compared with MMI training MCE training is less commonly used in state-of-the-art

LVCSR systems.

4.2.3 Minimum Phone Error (MPE)

Both the MMI and MCE criteria provide an approximation to the recognition error rate on a

sentence level. However, in speech recognition the most commonly used performance measure-

ment is the WER. Therefore, it would be preferable to have a training criterion that is directly
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related to the WER rather than the sentence error rate. The Overall Risk Criterion (ORC), or

equivalently the minimum word error (MWE), is one such criterion. It has a continuous form of

WER approximation and may be used for training speech recognition systems [62, 42].

A closely related criterion is the minimum phone error (MPE) criterion. Instead of evaluating

recognition accuracy on a word level, a phone level accuracy is computed under the constraint

of the reference word transcription [90, 93]. The MPE criterion is expressed as the average accu-

racy of all possible word sequences {W̃}, measured against the reference transcription in terms

of WER. The accuracy contribution from each hypothesis is simply weighted by its posterior

probability. The MPE criterion is given by

Fmpe(λ,M) =
∑

W̃

P (W̃|O, λ,M)A(W̃,W)

=
∑

W̃

p(O, W̃|λ,M)A(W̃,W)

p(O|λ,M)
(4.6)

where A(W̃,W) is the phone level accuracy of a word sequence, W̃, against the reference tran-

scription, W. The computation of A(W̃,W) normally requires a dynamic programming proce-

dure. An efficient approximation of phone accuracy in a lattice context was proposed in [90, 93].

The algorithm first computes the phone level accuracy for each arc in the lattice against the ref-

erence transcript. Recognition errors caused by either substitution, deletion or insertion will be

accounted for. Then the accuracy measuring of each arc is further smoothed using a forward-

backward algorithm like procedure. This acts to de-weight the accuracy of lattice arcs that have

very low “combined” accuracy for all the hypotheses that pass through it, and scale up that of

those which are more correct. A more detailed description of the algorithms was given in [93].

MPE training has consistently outperformed MMI training on a range of LVCSR tasks [93].

Many state-of-the-art LVCSR systems are trained using the MPE criterion [51, 127, 64, 65, 23,

24]. No significant difference was found between MPE and MWE training in terms of recognition

performance, although MWE training was found to be more powerful to fit the training data.

4.3 Optimization of Discriminative Criteria

The optimization of discriminative criteria is non-trivial. The EM algorithm for ML training can

not be directly used for these criteria. In this section optimization schemes for discriminative

training criteria are presented. First, the extended Baum-Welch (EBW) algorithm and a weak-

sense auxiliary function based approach are discussed. Both approaches yield similar parameter

updates. Then gradient descent based numerical techniques are discussed for the optimization

of discriminative criteria.

4.3.1 Extended Baum-Welch Algorithm

The extended Baum-Welch (EBW) algorithm is the most commonly used method for the opti-

mization of discriminative criteria [43, 44, 84, 113, 110]. The algorithm was originally proposed
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for discrete density HMMs and then extended to the continuous case, but in this section the BW

algorithm for ML training is revisited first. Then the EBW update formula for discrete density

HMMs are presented. The relationship between the derivation of the EBW and the BW algorithm

is also discussed. Then the extension to the EBW algorithm for continuous density HMMs is pre-

sented for both the MMI and MPE criteria. Finally, a recently introduced I-smoothing technique

for the EBW algorithm is discussed.

4.3.1.1 Baum-Welch Algorithm

The Baum-Welch (BW) algorithm provides a way to iteratively maximize polynomials which

satisfy the following two conditions [7]:

• All coefficients in the polynomial are non-negative.

• All variables in the polynomial are non-negative and subject to a sum-to-one constraint.

This is exactly the case encountered in the parameter optimization of discrete density HMMs

during ML training. These discrete parameters may include the transition probabilities and

hidden state densities. Let λij denote the jth free parameter of the ith distribution of the model,

the Baum-Welch (BW) re-estimation formula is given by

λij =
λ̃ij

∂F(λ,M)
∂λij

∣

∣

∣

λ=λ̃
∑

j λ̃ij
∂F(λ,M)

∂λij

∣

∣

∣

λ=λ̃

(4.7)

where again λ̃ is the current parameter estimate. During ML training the derivatives with respect

to model parameters in equation 4.7 are equivalent to the hidden state posterior occupancies

for an HMM system. These statistics may be efficiently computed using a forward-backward

approach, as described in section 2.2.2. However, the BW algorithm cannot be used for the

optimization of discriminative criteria, such as MMI in equation 4.1. This is because these

criteria cannot be expressed as valid polynomials that satisfy the above two conditions required

by the BW algorithm.

4.3.1.2 EBW for Discrete Density HMMs

To overcome the limitation of the Baum-Welch algorithm, the extended Baum-Welch (EBW)

algorithm was introduced for the discriminative training of discrete density HMMs [43, 44]. The

EBW algorithm can be shown to converge to a local optimum for discriminative training criteria

that may be classified as a certain family of rational objective functions. The type of rational

objective function considered by the algorithm is expressed as a ratio of two polynomials,

F(λ,M) =
Fnum(λ,M)

Fden(λ,M)
(4.8)

where the numerator Fnum(λ,M) and denominator Fden(λ,M) are rational polynomials with

non-negative coefficients, and variables that are non-negative and subject to a sum-to-one con-

straint. Hence both the numerator and denominator polynomials satisfy the two conditions
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required by the BW algorithm, as explained in section 4.3.1.1. Again let λij denote the jth free

parameter of the ith distribution of the model, the EBW re-estimation formula is given by

λij =
λ̃ij

(

∂F(λ,M)
∂λij

∣

∣

∣

λ=λ̃
+ D

)

∑

j λ̃ij

(

∂F(λ,M)
∂λij

∣

∣

∣

λ=λ̃
+ D

) (4.9)

where D is a regularization constant. The convergence of the algorithm is only guaranteed given

a sufficiently large D.

Although the BW and EBW algorithms are used to optimize training criterion in very differ-

ent forms, the derivation of the EBW update in equation 4.9 may be related to the BW algorithm.

A direct maximization of discriminative criteria, expressed in the form of equation 4.8, can be

difficult. The approach adopted in [43, 44] is to convert the original criterion to a related

polynomial, R(λ,M), which may then be optimized using the BW algorithm. First, the two

conditions required by the BW algorithm given in section 4.3.1.1 must be met by a valid poly-

nomial, R(λ,M). Second, maximizing a valid polynomial, R(λ,M), should be equivalent to

that of the original criterion, F(λ,M). This last condition is essential as to guarantee that the

original objective function will never be decreased. Let C > 0 denote a regularization constant.

The form of the related polynomial proposed in [43, 44] is given by

R(λ,M) = Fden(λ,M)
[

F(λ,M) −F(λ̃,M)
]

+ C
∏

i

∑

j

λij (4.10)

where λ̃ is the current parameter estimate.

It can be shown that the polynomial in equation 4.10 satisfies the following three conditions:

• R(λ,M) is a polynomial of discrete probabilities {λij} that are non-negative and subject

to a sum-to-one constraint
∑

j λij = 1.

• As long as the regularization constant C is big enough, all the coefficients in R(λ,M) can

be non-negative.

• Around the current parameter estimates λ̃, maximizing R(λ,M) is equivalent to maximize

F(λ,M). This is because Fden(λ,M) > 0 holds for any valid λ, and the third regularization

term in equation 4.10, C
∏

i

∑

j λij is invariant of λ, under the sum-to-one constraint
∑

j λij = 1. Hence one may write

R(λ,M) > R(λ̃,M) ⇒ F(λ,M) > F(λ̃,M).

Under these three conditions, a direct maximization of the rational objective function in the

form of equation 4.8 may be converted to the maximization of the polynomial, R(λ,M), using

the BW algorithm in equation 4.7. Thus one may write the update formula for λij , the jth free

parameter of the ith distribution of the model.

λij =
λ̃ij

∂R(λ,M)
∂λij

∣

∣

∣

λ=λ̃
∑

j λ̃ij
∂R(λ,M)

∂λij

∣

∣

∣

λ=λ̃

(4.11)
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In order to prove that the above update is equivalent to the EBW update in equation 4.9, the

gradients of the polynomial, R(λ,M), and the original criterion, F(λ,M), need to be exam-

ined. The gradient of the polynomial R(λ,M) in equation 4.10 around the current parameter

estimates, λ̃, is given by

∂R(λ,M)

∂λij

∣

∣

∣

∣

λ=λ̃

=
∂Fnum(λ,M)

∂λij

∣

∣

∣

∣

λ=λ̃

−F(λ̃,M)
∂Fden(λ,M)

∂λij

∣

∣

∣

∣

λ=λ̃

+ C (4.12)

Furthermore, the gradient of the original criterion in equation 4.8 around λ̃ is given by,

∂F(λ,M)

∂λij

∣

∣

∣

∣

λ=λ̃

=
1

Fden(λ̃,M)

[

∂Fnum(λ,M)

∂λij

∣

∣

∣

∣

λ=λ̃

−F(λ̃,M)
∂Fden(λ,M)

∂λij

∣

∣

∣

∣

λ=λ̃

]

(4.13)

Combining the gradient of the criterion, F(λ,M), in equation 4.13, and the gradient of the

polynomial, R(λ,M), in equation 4.12, yields the following.

∂R(λ,M)

∂λij

∣

∣

∣

∣

λ=λ̃

= Fden(λ̃,M)

[

∂F(λ,M)

∂λij

∣

∣

∣

∣

λ=λ̃

+ C/Fden(λ̃,M)

]

(4.14)

Substituting the polynomial’s gradient above in equation 4.14 into the update formula of equa-

tion 4.11 yields

λij =
λ̃ij

(

∂F(λ,M)
∂λij

∣

∣

∣

λ=λ̃
+ C/Fden(λ̃,M)

)

∑

j λ̃ij

(

∂F(λ,M)
∂λij

∣

∣

∣

λ=λ̃
+ C/Fden(λ̃,M)

) (4.15)

which is equivalent to the EBW algorithm in equation 4.9 if we let D = C/Fden(λ̃,M).

A variety of discriminative training criteria may be optimized using this iterative EM-like

scheme. These include all three discriminative training criteria presented in section 4.2. The

EBW re-estimation formula was originally shown to be valid only for discrete density HMMs.

Hence it can not be directly used for parameters of HMMs with continuous densities, such as

Gaussian means and covariances 1. State-of-the-art speech recognition systems normally use

continuous density HMM models. In the next section the extension of the EBW update to con-

tinuous density HMMs is presented.

4.3.1.3 EBW for Continuous Density HMMs

The extension of the EBW update formula in equation 4.9 to continuous density HMMs is a

non-trivial problem. The approach adopted in [84] was to use a simple discrete Gaussian ap-

proximation. The number of codebook entries for each discrete distribution in the HMM set was

raised to infinity. This gives the following the re-estimation formula for Gaussian means and

covariances

µ(j) =
χnum

j (O) − χden
j (O) + Djµ̃

(j)

χnum
j − χden

j + Dj

Σ
(j) =

χnum
j (O2) − χden

j (O2) + Dj

(

µ̃(j)µ̃(j)> + Σ̃
(j)
)

χnum
j − χden

j + Dj
− µ(j)µ(j)> (4.16)

1In practice the update rule in equation 4.9 is not used for estimating component priors and state transitions in

LVCSR training, due to the algorithm’s high sensitivity to small-valued parameters. Instead a more robust update is

proposed in [124, 93] by maximizing a different objective function.
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where the numerator statistics are given by

χnum
j =

∑

τ

γnum
j (τ)

χnum
j (O) =

∑

τ

γnum
j (τ)oτ

χnum
j (O2) =

∑

τ

γnum
j (τ)oτo

>
τ (4.17)

and the denominator statistics are

χden
j =

∑

τ

γden
j (τ)

χden
j (O) =

∑

τ

γden
j (τ)oτ

χden
j (O2) =

∑

τ

γden
j (τ)oτo

>
τ . (4.18)

γnum
j (τ) and γden

j (τ) are the numerator and denominator Gaussian posterior occupancies respec-

tively. Rather than using a global setting for D, a Gaussian specific smoothing constant, Dj , is

used in equation 4.16. It was found that by using a Gaussian specific smoothing constant, a

faster and more stable criterion convergence may be achieved than a global setting [124, 93].

The exact form of γnum
j (τ) and γden

j (τ) depends on the underlying criterion being optimized.

In the case of MMI training, the numerator occupancy γnum
j (τ) is equivalent to the ML Gaus-

sian posterior probability given the correct transcription. The denominator γden
j (τ) is computed

from all possible word sequences [124]. The MMI numerator and denominator Gaussian occu-

pancies are given by

γnum
j (τ) = P (ψτ = Sj |O,W, λ̃,M)

γden
j (τ) = P (ψτ = Sj |O, λ̃,M) (4.19)

where again ψτ = Sj indicates that acoustic observation oτ was generated by hidden state j at

time instance τ .

For MPE and MWE training, both the numerator and denominator occupancies must be com-

puted from the recognition lattices. These lattices contain both the correct and incorrect word

sequences. It has been found that applying a binary decision on lattices paths ( or equivalently

on word arcs ), based on whether the the accuracy of the current path is below the average of

the whole lattice, yields an efficient MPE criterion optimization [93, 90]. The numerator and

denominator occupancies for MPE training may be written as below,

γnum
j (τ) =

∑

W̃

P (ψτ = Sj |O, λ̃, W̃,M)γ
mpe

W̃
(γ

mpe

W̃
≥ 0)

γden
j (τ) = −

∑

W̃

P (ψτ = Sj |O, λ̃, W̃,M)γ
mpe

W̃
(γ

mpe

W̃
< 0) (4.20)
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where the MPE path occupancy γ
mpe

W̃
is the gradient of the MPE criterion against the log likeli-

hood of a word sequence W̃,

γ
mpe

W̃
=

∂Fmpe(λ,M)

∂log p(O, W̃|λ,M)

∣

∣

∣

∣

λ=λ̃

. (4.21)

Following equation 4.6, the above may be re-written as [93],

γ
mpe

W̃
= P (W̃|O, λ̃,M)

[

A(W̃,W) −Fmpe(λ̃,M)
]

(4.22)

where A(W̃,W) is the phone level accuracy of W̃ against the reference transcription W, as

discussed in section 4.2.3.

4.3.1.4 Setting of Smoothing Constant for EBW

An important issue for the EBW algorithm is the value of the smoothing constant D in equa-

tion 4.9 for discrete density HMMs, or the component specific Dj in equation 4.16 for continu-

ous cases. This constant controls the convergence of the underlying criterion. Hence setting its

value is important for discriminative training. In the original EBW update given in equation 4.9,

a global D value is set so that all derivatives are positive. This may be achieved using

D = max

{

max
i,j

{

∂F(λ,M)

∂λij

∣

∣

∣

∣

λ=λ̃

}

, 0

}

+ ε (4.23)

where ε is small positive constant [43, 44]. As discussed in section 4.3.1.2, D must be suffi-

ciently large to guarantee the criterion convergence. However, it appears that no proof has been

published to show the convergence is also guaranteed when using a finite valued D. Hence it

was argued in [110] that the above form of D may no longer guarantee the convergence of the

algorithm.

For the EBW update of continuous density HMMs, various ways of setting Dj were inves-

tigated for MMI training in [113, 124, 93]. It was reported that the following form of Dj

outperformed other alternatives,

Dj = E
∑

τ

γden
j (τ) (4.24)

where E > 0, and is typically set to 1 or 2. However using this form of setting for Dj , the

Gaussian variances may not necessarily be positive. To overcome this problem, an even bigger

Dj may be used. Such Dj should be twice the value that ensures the re-estimated variance

elements are positive [124, 93]. As with the original EBW algorithm there has been no published

proof showing this form of finite valued setting of Dj still guarantees the convergence of the

algorithm.

4.3.2 Weak-sense and Strong-sense Auxiliary Functions

The EBW update formula in equation 4.16 has been successfully applied for LVCSR training

of continuous density HMM models. However its extension from discrete to continuous density
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HMMs was based on a discrete Gaussian approximation, as discussed in section 4.3.1.3. Recently

a weak-sense auxiliary function based approach was proposed as an alternative flexible and in-

tuitive derivation of the EBW update for continuous HMMs [91, 89]. The concept of weak-sense

auxiliary functions is the opposite to that of strong-sense auxiliary functions. A strong-sense

auxiliary function is closely related to the original criterion because of two constraints. First, it

shares the same gradient information with the criterion, around the current parameter estimate.

Second, increasing a strong-sense auxiliary function guarantees not to decrease the original

criterion. The auxiliary function used for ML training described in section 2.2.1, for instance,

may be referred to as a strong-sense auxiliary function. In contrast, the relationship between

a weak-sense auxiliary function and the criterion is looser. The only constraint imposed is that

the criterion and its weak-sense auxiliary function share the same gradient around the current

parameter estimates. Increasing the weak-sense auxiliary function may not guarantee not to

decrease the original criterion. An example of a strong-sense and weak-sense auxiliary function

is shown in figure 4.1. In the left figure, the criterion, F(λ,M), and its strong-sense auxiliary

PSfrag replacements

λλ̃

F(λ,M)

Q(λ, λ̃)

λ̂Q λ̂F

∇λF(λ,M)
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λλ̃

F(λ,M)

Q(λ, λ̃)

λ̂Qλ̂F

∇λF(λ,M)

Figure 4.1 Strong-sense (left) and weak-sense (right) auxiliary functions

function, Q(λ, λ̃), share the same gradient around the current parameter estimate λ̃. Further-

more, the strong-sense auxiliary function, Q(λ, λ̃), and the original criterion, F(λ,M), reach

their maximum at λ̂Q and λ̂F respectively. The maximization of Q(λ, λ̃) guarantees not to de-

crease F(λ,M). In the right figure which shows an example of weak-sense auxiliary functions,

the criterion and the weak-sense auxiliary function share the same gradient around the current

parameter estimate. However, in the interval between λ̂F and λ̂Q, maximizing Q(λ, λ̃) actually

decreases F(λ,M).

In [91, 89] a weak-sense auxiliary function is formulated as:

Q(λ, λ̃) = Qnum(λ, λ̃) −Qden(λ, λ̃) + Qsm(λ, λ̃). (4.25)

./pictures/EM.eps
./pictures/EM3.eps
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where

Qnum(λ, λ̃) =
∑

j,τ

γnum
j (τ) log p(oτ |ψτ = Sj , λ,M)

Qden(λ, λ̃) =
∑

j,τ

γden
j (τ) log p(oτ |ψτ = Sj , λ,M) (4.26)

and again γnum
j (τ) and γden

j (τ) are the numerator and denominator Gaussian posterior occu-

pancies respectively. The third term in equation 4.25, Qsm(λ, λ̃), is closely associated with the

smoothing term of the EBW update formula in equation 4.16. This term must satisfy the follow-

ing constraint.

∂Qsm(λ, λ̃)

∂λ

∣

∣

∣

∣

∣

λ=λ̃

= 0. (4.27)

The common used Qsm(λ, λ̃) that satisfies this constraint may be expressed in the following

general form,

Qsm(λ, λ̃) =
∑

j

Dj

∫

p(o|ψo = Sj , λ̃,M) log p(o|ψo = Sj , λ,M)do (4.28)

where slightly different from previously used notations, ψo = Sj , indicates acoustic observation

o is generated by a hidden state j. Note that the integral in equation 4.28 is over the entire

observation space. Hence, the discrete time instances have to be omitted. The above form of

smoothing term was originally proposed in [84], but was only employed to interpret the discrete

Gaussian approximation used to derive the EBW algorithm in 4.16 for means and covariances.

However, it should be noted that the smoothing term in equation 4.28 may be applied to a variety

of forms of model parameters, as no assumption about the underlying structure of hidden state

distribution p(o|ψo = Sj , λ,M) is made.

When using the above form of weak-sense auxiliary function to derive the EBW algorithm for

Gaussian densities, the exact form of the smoothing term, Qsm(λ, λ̃), needs to be explicitly given.

For example, in case of using diagonal covariances, the appropriate form of the smoothing term

is given by

Qsm(λ, λ̃) = −
1

2

∑

j,i

Dj

[

log 2π + log σ
(j)2
i + σ

(j)−2
i

(

µ
(j)2
i − 2µ̃

(j)
i µ

(j)
i + µ̃

(j)2
i + σ̃

(j)2
i

)]

(4.29)

where i is the index of the feature dimensions, and σ
(j)2
i is the ith dimensional variance element

of component j. Using the above form of smoothing term, the EBW update formula for Gaus-

sian means and diagonal covariances in equation 4.16 may be derived. Weak-sense auxiliary

functions provide a heuristic and flexible derivation of the EBW algorithm.

4.3.3 I-Smoothing

For MPE and MWE training, both the lattice arc accuracy, A(W̃,W), and the criterion, Fmpe(λ,M),

are positive numbers between 0 and 1. In this case the MPE, or MWE lattice arc occupancies in
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equation 4.22 may be very small. So also are the numerator and denominator occupancies given

in equation 5.11. This may lead to un-reliable estimation of model parameters. To overcome

this problem, it has been found important to add a portion of standard ML or MMI statistics to

the numerator. This is referred to as I-smoothing [90, 93, 24]. This technique is closely related

to the use of parameter priors in maximum a posteriori (MAP) estimation [36]. From a MAP

training perspective, I-smoothing introduces an ML or MMI statistics based prior over Gaussian

parameters. Using a weak-sense auxiliary function, this may be expressed as

Q(λ, λ̃) = Qnum(λ, λ̃) −Qden(λ, λ̃) + Qsm(λ, λ̃) + log P (λ). (4.30)

where P (λ) is prior distribution over model parameters, λ. In case of using an ML statistics

based P (λ), the smoothed numerator statistics are given by

χnum′
j = χnum

j + τ I

χnum′
j (O) = χnum

j (O) + τ I
χml

j (O)

χml
j

χnum′
j (O2) = χnum

j (O2) + τ I
χml

j (O2)

χml
j

(4.31)

where the I-smoothing prior τ I > 0. In practice τ I may be tuned for specific tasks [93, 24]. The

ML smoothing statistics are given by

χml
j =

∑

τ

γj(τ)

χml
j (O) =

∑

τ

γj(τ)oτ

χml
j (O2) =

∑

τ

γj(τ)oτo
>
τ (4.32)

where γj(τ) = P (ψτ = Sj |O,W, λ̃,M) is the frame Gaussian posterior probability used in ML

training. Recently it has been found that using MMI statistics for I-smoothing outperformed

using the ML statistics [24] for LVCSR tasks. This is due to the nature of the I-smoothing statis-

tics being used. The MMI smoothing statistics correspond to a parameter prior which typically

outperforms the ML prior in terms of recognition performance.

4.3.4 Gradient Descent Based Optimization

Like many other forms of objective functions, discriminative training criteria may also be op-

timized using gradient descent style numerical methods. The steepest descent algorithm is a

simple numerical scheme for optimizing multivariate functions. At each iteration the parame-

ters to be optimized are modified in the direction of the the objective function’s gradient. The

gradient of the objective function is evaluated at the current parameter estimates. The mag-

nitude of change to the parameters is a constant portion of the gradient. The proportion is

commonly referred to as the learning rate, or step size. The update formula is given by

λ(n+1) = λ(n) − η∇λ=λ(n)F(λ,M) (4.33)
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where λ(n) is the current parameter estimated at iteration n, and η is the learning rate. If a more

complex Newton search is used, the Hessian, or the second order derivative, is also required. At

each iteration the gradient information is required for the update.

λ(n+1) = λ(n) − η
[

∇2
λ=λ(n)F(λ,M)

]−1
∇λ=λ(n)F(λ,M) (4.34)

It may be shown that for discriminative training criteria, such as MMI and MPE, the gradient

with respect to model parameters is closely related to the numerator and denominator occu-

pancies used for the EBW update of equation 4.16. First, the following useful derivations are

given, before examining the gradient information for individual criteria. The gradient of the log

likelihood given the word sequence, W̃, against Gaussian means, µ(j), and covariances, Σ(j), for

HMMs are given below [113].

∂ log p(O|λ, W̃,M)

∂µ(j)
=

∑

τ

P (ψτ = Sj |O, λ, W̃,M)
∂ log p(oτ |ψτ = Sj , λ,M)

∂µ(j)

∂ log p(O|λ, W̃,M)

∂Σ
(j)

=
∑

τ

P (ψτ = Sj |O, λ, W̃,M)
∂ log p(oτ |ψτ = Sj , λ,M)

∂Σ
(j)

(4.35)

where

∂ log p(oτ |ψτ = Sj , λ,M)

∂µ(j)
= Σ

(j)−1
(

oτ − µ(j)
)

∂ log p(oτ |ψτ = Sj , λ,M)

∂Σ
(j)

=
1

2
Σ

(j)−1
(

oτ − µ(j)
)(

oτ − µ(j)
)>

Σ
(j)−1 −

1

2
Σ

(j)−1.(4.36)

For the MMI criterion, given in equation 4.1, the gradient information may be written as the

following:

∂ logFmmi(λ,M)

∂λ
=

∂ log p(O|λ,W,M)

∂λ
−

∂ log p(O|λ,M)

∂λ
. (4.37)

Now, using the gradient information in equation 4.35 and 4.36 and the numerator and de-

nominator occupancies defined in equation 4.19, the MMI gradient at the current estimates for

Gaussian means and covariances are given by

∂ logFmmi(λ,M)

∂µ(j)

∣

∣

∣

∣

λ=λ̃

=
∑

τ

(

γnum
j (τ) − γden

j (τ)
)

Σ̃
(j)−1

(

oτ − µ̃(j)
)

∂ logFmmi(λ,M)

∂Σ
(j)

∣

∣

∣

∣

λ=λ̃

=
∑

τ

(

γnum
j (τ) − γden

j (τ)
)

[

1

2

(

oτ − µ̃(j)
)

×
(

oτ − µ̃(j)
)>

Σ̃
(j)−2

−
1

2
Σ̃

(j)−1
]

. (4.38)

In the above equation the MMI criterion’s gradient information at the current parameter es-

timates is closely related to the numerator and denominator statistics required by the EBW

algorithm in equation 4.16.

For MPE a close relationship to the criterion also exists. Following the MPE criterion in equa-

tion 4.6, applying the chain rule for derivatives, and using the statistics defined in equation 4.21
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and 4.22, one may write the following.

∂Fmpe(λ,M)

∂λ
∝

∑

W̃

∂Fmpe(λ,M)

∂λ

=
∑

W̃

∂Fmpe(λ,M)

∂ log p(O|λ, W̃,M)

∂ log p(O|λ, W̃,M)

∂λ

=
∑

W̃

P (W̃|O, λ,M)
[

A(W̃,W) −Fmpe(λ,M)
] ∂ log p(O|λ, W̃,M)

∂λ
(4.39)

Combing the gradient information in equation 4.35, 4.36 and the MPE numerator and denomi-

nator occupancies in equation 4.20, the gradient direction of the MPE criterion against Gaussian

means and covariances may be expressed as

∂Fmpe(λ,M)

∂µ(j)

∣

∣

∣

∣

λ=λ̃

∝
∑

τ

(

γnum
j (τ) − γden

j (τ)
)

Σ̃
(j)−1

(

oτ − µ̃(j)
)

∂Fmpe(λ,M)

∂Σ
(j)

∣

∣

∣

∣

λ=λ̃

∝
∑

τ

(

γnum
j (τ) − γden

j (τ)
)

[

1

2

(

oτ − µ̃(j)
)

×
(

oτ − µ̃(j)
)>

Σ̃
(j)−2

−
1

2
Σ̃

(j)−1
]

. (4.40)

Hence the gradient information of the MPE criterion, given in equation 4.40, may also be related

to the MPE statistics required by the EBW update.

Though gradient descent style numerical schemes may be used for optimizing discrimina-

tive training criteria, in practice these techniques are slow and have difficulty guaranteeing

convergence. In early research it was reported that the EBW algorithm is a more efficient op-

timization scheme for discriminative objection functions than numerical methods [44]. The

majority of state-of-the-art LVCSR systems employ the EBW algorithm for discriminative train-

ing [124, 126, 127, 23, 64].

4.4 Summary

In this chapter several commonly used discriminative training criteria and the associated op-

timization schemes were presented. The model correctness assumption made in ML training

may be too strong for current speech recognition systems using HMMs. As is discussed earlier

in section 3.6, this is also an issue for standard complexity control techniques under the maxi-

mum likelihood paradigm. It would therefore be preferable to use discriminative methods that

are more explicitly related to classification error for complexity control and parameter estima-

tion. The model correctness assumption of ML learning may then be removed from both the

structural and parametric optimization. In the following chapter a novel complexity control ap-

proach is proposed using the marginalization of a discriminative measure. Then it is followed

by an investigation of discriminative training of linear projection schemes discussed earlier in

section 2.4.
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Discriminative Model Complexity Control

In this chapter a novel model complexity control technique using a discriminative measure is

presented. First, some previous work related to discriminative complexity control is briefly

reviewed. Then issues with a direct marginalization of discriminative criteria for complexity

control will be discussed. Due to the sensitivity to outliers, discriminative training criteria, such

as MMI, cannot be directly integrated over for complexity control. This motivates the use of

a closely related discriminative growth function, rather than the original criterion itself. This

growth function maintains some of the attributes of the original discriminative criterion, but is

less sensitive to outliers. The marginalization of the growth function is used to determine the

appropriate model complexity. Two forms of growth functions for the MMI and MPE criteria are

presented. Finally, some important implementation issues that arise when using marginalized

discriminative growth functions for complexity control are discussed, in particular for the HLDA

systems discussed in section 2.4.

5.1 Toward Discriminative Complexity Control

As discussed in chapter 3 the majority of complexity control research for speech recognition

has focused on methods within the maximum likelihood paradigm. Under this likelihood based

framework, HMMs are implicitly assumed to be the “correct” models for speech signals. Unfor-

tunately the assumptions about the nature of speech signals when using HMMs are not valid, as

discussed in section 3.6. Hence the model correctness assumption of existing techniques may

be too strong for current ASR systems, and it is preferable to employ discriminative criteria for

complexity control. They are more directly related to the recognition error, rather than likeli-

hood.

A discriminative measure has previously been used in [4, 88], as a method of incremen-

tally splitting Gaussian mixture components in an HMM based speech recognition system. The

method proposed may be described in two steps. First, the state level alignment is obtained for

both the correct and incorrect word sequences. In the second step, these alignments are kept

fixed during the splitting of Gaussian components. For each state a splitting operation is consid-

58
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ered if it increases the posterior probability of the correct state label. Using this method WER

improvements were reported on a Wall Street Journal task. The main issue with this approach

is that the complexity of the underlying model structure is not considered during the splitting

process. No penalty is given to penalize over-complex structures. Strictly this method cannot be

regarded as a control of model complexity, because no stopping criterion is provided. Instead it

is more appropriate to view it as a discriminative increase of model complexity.

A similar approach using the MMI statistics given in equation 4.19 was also proposed in [85]

to split Gaussian components in a discriminative fashion. The numerator and denominator

statistics, given in equations 4.17 and 4.18, are accumulated on a component level, using a

standard forward-backward procedure for both the reference transcription and confusable word

sequences. For Gaussian component j, if the difference between the numerator and denominator

occupancies, χnum
j −χden

j had a high ranking, for instance in the top 20% among all components,

then the component is selected for splitting. Error rate reduction on a digit recognition task was

reported using this component splitting method. Again, the same issue discussed above also

applies to this approach. No penalty is assigned to model structures that are over-complex, and

the splitting process cannot be terminated automatically.

Complexity control using a discriminative measure has also been investigated for speech

recognition systems using more complicated acoustic models rather than HMMs. In [9] the

MMI criterion was used to determine the appropriate complexity for a graph model. The system

complexity considered was the conditional dependencies between random variables, which are

denoted by nodes and edges in a graph model. The aim was to increase the model’s discrim-

inative power and reduce the recognition error rate, in common with the complexity control

problem for HMMs. Unfortunately the issue with this method, in the same fashion as the above

two approaches, is that over-complex model structures are not penalized. Hence the over-fitting

problem cannot be prevented.

5.2 Marginalizing Discriminative Training Criteria

So far the major issue with the existing discriminative approaches for model selection is the lack

of a complexity penalty term. As described in section 3.3, the marginalization of the conven-

tional ML criterion in the parametric space may automatically penalize over-complex models.

Hence one natural form of discriminative model complexity control is to marginalize a discrim-

inative measure instead. This ensures the generalization of discriminative measures to unseen

data. Replacing the ML criterion in the evidence integral of equation 3.2 by a discriminative

criterion yields a “discriminative evidence”. This should be more closely related to recognition

error than likelihood based schemes. If the MMI criterion is used and the model prior, P (M), is

assumed uninformative, this yields

M̂ = arg max
M

∫

Fmmi(λ,M)p(λ|M)dλ (5.1)



CHAPTER 5. DISCRIMINATIVE MODEL COMPLEXITY CONTROL 60

A similar form of integral of MPE criterion may also be considered for complexity control. How-

ever, for both criteria, such a direct marginalization may be inappropriate. The primary reason

is that undue weights are given to outliers. State-of-the-art large vocabulary speech recognition

systems are trained with hundreds of hours of data. Outliers, which are far from the decision

boundary, are likely to exist in the training data. They are often utterances with very low like-

lihood, or explicitly associated with high recognition error rate. In may situations these may be

caused by problems associated with the collection of the data, for instance, the corruption of the

audio recording or human errors when producing the reference transcriptions. The sensitivity

to outliers is a well known feature of the MMI criterion [56, 113]. Sentences with very low

posteriors are heavily weighted. The performance ranking prediction will be distorted due to

the presence of these outliers. The same issue exists with the MPE criterion for sentences with

very high recognition error rate.

5.3 Discriminative Growth Functions

One approach to compensate for the sensitivity to outliers is to explicitly de-weight the outliers

utterances. The use of a sigmoid function for the smoothing of the MMI criterion was studied

in [113]. Unfortunately, using this method the smoothed MMI criterion is in a complicated form

and difficult to integrate over. To handle this problem, the approach proposed in this thesis is to

transform the original discriminative criterion into a closely related polynomial that has a more

tractable form. This method is similar to the use of the polynomial R(λ,M) in section 4.3.1.2 to

derive the EBW algorithm for discrete HMMs. For complexity control the proposed polynomial

should maintain certain attributes of the original discriminative criterion, but must also be less

sensitive to outliers. Note that the removal the sensitivity to outliers does not imply ignoring any

difficult data during complexity control. Once again it should be made clear that only those are

far from the decision boundary, typically with very low likelihood, or very high error rate, are

considered as outliers. The marginalization of this polynomial function is then used to determine

the appropriate model complexity. To efficiently compute this “discriminative evidence”, similar

approximations to those used for the standard Bayesian evidence, as discussed in chapter 3,

may be used. In this section a general form of polynomial function for a certain family of

discriminative criteria is introduced.

The form of polynomial function considered here is applicable to any discriminative crite-

rion which may be expressed as a ratio between two polynomials with positive coefficients and

variables. The MMI and MPE criteria are in this category. Consider a discriminative training

criterion expressed in the following form (the model structure M is omitted for clarity).

F(λ) =
Fnum(λ)

Fden(λ)
(5.2)

The general form of a polynomial function proposed here may be expressed as,

G(λ) = Fden(λ)
[

F(λ) −F(λ̃) + CFsm(λ, λ̃)
]

(5.3)
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where λ̃ is the current parameter estimate. The first two terms in the bracket give information

about the curvature of the criterion surface in the parametric space. Since they describe the

variation, or growth, of the underlying criterion value between different parameter estimates,

the polynomial in equation 5.3 will be renamed as a discriminative growth function in the rest of

this thesis. The third term in the bracket is a smoothing term, scaled by a positive constant, C. To

reduce the growth function’s sensitivity to outliers, the smoothing criterion should be selected to

compensate for the low likelihood, or high error rate, contribution from these outliers. Thus the

smoothing term may be associated with the likelihood or WER. The constant C in equation 5.3

determines the effect from this smoothing criterion. The exact form of Fsm(λ, λ̃) depends on the

underlying discriminative criterion being considered and is further discussed in the following

section for the MPE and MMI criteria. In addition, the denominator term, Fden(λ), outside the

bracket in equation 5.3 may also help to reduce the sensitivity to outliers. This is the case for

both the MMI and MPE criteria where the smoothing term is associated with the likelihood of

a sentence, Fden(λ) = p(O|λ). Thus highly unlikely word sequences will have a smaller effect

on the growth function. However, it should be noted that the smoothing criterion, Fsm(λ, λ̃),

plays a more explicit, and flexible, role in reducing the sensitivity to outliers than Fden(λ). This

especially the case when the original criterion, F(λ), is an approximation to recognition error

rate, rather than likelihood.

The gradient of the growth function, G(λ), may be expressed as

∂G(λ)

∂λ
=

[

F(λ) −F(λ̃) + CFsm(λ, λ̃)
] ∂Fden(λ)

∂λ

+Fden(λ)

[

∂F(λ)

∂λ
+ C

∂Fsm(λ, λ̃)

∂λ

]

. (5.4)

When C approaches zero, around the current parameter estimate, λ̃, a turning point of the

original criterion is also a turning point of the growth function. This may be expressed as

lim
C→0

∂G(λ)

∂λ

∣

∣

∣

∣

λ=λ̃

= Fden(λ̃)
∂F(λ)

∂λ

∣

∣

∣

∣

λ=λ̃

. (5.5)

This constrains the attributes of the growth function to be related to those of the original crite-

rion.

The proposed discriminative growth function in equation 5.3 is in a similar form to the poly-

nomial R(λ,M) of equation 4.10. However, it is more appropriate to use the growth function

in equation 5.3 for complexity control due to two reasons. First, the use of the smoothing term

Fsm(λ, λ̃) may explicitly reduce the sensitivity to outliers. In contrast, the third term of R(λ,M)

in equation 4.10 does not have such properties. As discussed above, the reduction of sensitivity

to outliers is very important when using discriminative criteria for complexity control. Second,

the proposed growth function in equation 5.3 has a more general form, and is not restricted

to models with discrete densities. This is also a preferable feature as models with continuous

densities are widely used in current ASR systems. However, one disadvantage is that increasing

the growth function in equation 5.3 does not guarantee not to decrease the original criterion,

because the smoothing term, Fsm(λ, λ̃), is also dependent on the model parameters.
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As discussed in chapter 4, the majority of state-of-the-art LVCSR systems are trained using

either the MMI or MPE criterion. Therefore in the following sections two forms of discriminative

growth functions are proposed for the MMI and MPE criteria respectively. As the MPE criterion

provides a closer approximation to WER than MMI, a growth function based on the MPE criterion

is introduced first.

5.4 MPE Growth Function

The MPE growth function considered in this thesis is

G(λ) = p(O|λ)
[

Fmpe(λ) −Fmpe(λ̃) + CFsm(λ, λ̃)
]

(5.6)

where the smoothing term is given by

Fsm(λ, λ̃) = −
∑

W̃

A(W̃,W)<Fmpe(λ̃)

P (W̃|O, λ)
[

A(W̃,W) −Fmpe(λ̃)
]

.

= −
∑

W̃,γ
mpe

W̃
<0

γ
mpe

W̃
(5.7)

where the MPE word sequence occupancy is in the same form as in equation 4.22,

γ
mpe

W̃
= P (W̃|O, λ̃)

[

A(W̃,W) −Fmpe(λ̃)
]

(5.8)

and A(W̃,W), as discussed in section 4.2.3, is the the phone level accuracy of a word sequence,

W̃, against the reference transcription, W. This smoothing criterion has the attributes discussed

in section 5.3, as the effect of word sequences whose accuracy are below the average level is

reduced. However, it should be noted that using this form of smoothing criterion, no data will be

removed. Instead, only the accuracy contribution from highly erroneous recognition hypotheses

will be reduced. In addition the term outside the bracket in the MPE growth function, p(O|λ), is

associated with the likelihood of a sentence and will further reduce the sensitivity to outliers.

Direct marginalization of the growth function in equation 5.6 may be difficult for HMM

based speech recognition systems, due to the dependency upon latent variables making it highly

inefficient for complexity control. An approach similar to that discussed in section 3.3.4 is

therefore used. The following lower bound for the MPE growth function may be derived using

an EM-like approach. A detailed proof can be found in appendix A.

Lmpe(λ, λ̃) = log G(λ̃) +
Qmpe(λ, λ̃) −Qmpe(λ̃, λ̃)

∑

j,τ γ
mpe

j (τ)
(5.9)

where the MPE “auxiliary function” is given by 1

Qmpe(λ, λ̃) =
∑

j,τ

γ
mpe

j (τ) log p(oτ |ψτ = Sj , λ) (5.10)

1Only the optimization of Gaussian means and variances are considered.
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and γ
mpe

j (τ) is the MPE hidden state occupancy.

The calculation of the growth function lower bound requires the MPE occupancy statistics

{γmpe

j (τ)}. For the MPE growth function, the hidden state occupancy γ
mpe

j (τ) in equation 5.10 is

given by [75]

γ
mpe

j (τ) = γnum
j (τ) − γden

j (τ)

−C
∑

W̃,γ
mpe

W̃
<0

P (ψτ = Sj |O, W̃, λ̃)γ
mpe

W̃
(5.11)

The numerator and denominator occupancies are given by

γnum
j (τ) =

∑

W̃

P (ψτ = Sj |O, W̃, λ̃)γ
mpe

W̃
(γ

mpe

W̃
≥ 0)

γden
j (τ) = −

∑

W̃

P (ψτ = Sj |O, W̃, λ̃)γ
mpe

W̃
(γ

mpe

W̃
< 0). (5.12)

A detailed derivation of the above statistics may be found in appendix A. It is interesting to

compare the MPE occupancy derived from the growth function, given in equation 5.11, with the

standard form used in LVCSR MPE training [93] given in equation 4.20 and the smoothing term

in equation 4.24. Combining these two gives

γ
mpe

j (τ) = γnum
j (τ) − γden

j (τ)

−E
∑

W̃,γ
mpe

W̃
<0

P (ψτ = Sj |O, W̃, λ̃)γ
mpe

W̃
(5.13)

where a constant E > 0 is empirically tuned. These two forms of MPE occupancy are equivalent

to one another when E = C. However, the two smoothing terms serve very different purposes.

The smoothing term in the standard MPE occupancy, in equation 5.13, ensures a stable con-

vergence during training, whereas the smoothing term derived from the growth function helps

reduce the sensitivity to outliers sentences with high error rates.

The following lower bound marginalization is then used for complexity control.

M̂ = arg max
M

∫

exp
(

Lmpe(λ, λ̃)
)

p(λ|M)dλ (5.14)

Although the dependency upon latent variables has been removed for the growth function lower

bound, the marginalization in equation 5.14 is still non-trivial. To solve this problem, the inte-

gral in equation 5.14 may be computed using approximation schemes for Bayesian evidence as

discussed in chapter 3. As the BIC based first order approximation can not count for different

forms of model parameters, the second order Laplace’s approximation is used to compute the

growth function marginalization.

The growth function lower bound in equation 5.9 has a similar form to the log-likelihood

bound in equation 3.7. Both may be expressed as the value of the underlying objective func-

tion at the current parameter estimate, λ̃, plus a second term that is related to the difference in
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auxiliary functions. In the same fashion as the log-likelihood bound, for efficiency multiple com-

plexity configurations may make use of a single set of statistics. In this case, the only term that

will determine the rank-ordering of the systems will be the MPE auxiliary function, Qmpe(λ, λ̃).

When determining the number of components, for example, sufficient statistics for systems with

fewer components per state may be obtained by merging appropriate statistics together from

a more complex system. The form of statistic merging used in this work is discussed in more

detail in the later sections. One important aspect for both this discriminative bound and the

log-likelihood bound is the accuracy of the derived statistics. As the differences between the

model used to derive the statistics and the model being considered increases, the bound may

become increasingly loose and the performance ranking increasingly poor. To reduce this effect

an upper limit on the level of structural mutation, or change of model complexity, allowed from

the system used to derive the statistics may be enforced. This is discussed in more detail in the

following sections.

Another issue with using growth functions for complexity control is the setting of the regular-

ization constant C. The setting of this constant has two effects. First, it controls the contribution

from the smoothing term of the MPE occupancy, given in equation 5.11, to reduce the sensitivity

to outliers. Second, the setting of C may affect the selection of the optimal configuration, and

the speed of structural mutation from the current model. In a similar fashion as in standard

MPE training, in order to ensure the stability during model complexity optimization, this con-

stant needs to be appropriately set. For all the experiments in this paper the value of C was set

to 2.0 and not altered. This is also a standard value used for MPE training [93].

5.5 MMI Growth Function

Although the MMI criterion is an approximation to the classification error on a sentence level,

it is still interesting to find an appropriate form of MMI growth function for complexity control.

The MMI growth function considered here is given by

G(λ) = p(O|λ)
[

Fmmi(λ) −Fmmi(λ̃) + CFsm(λ, λ̃)
]

(5.15)

where the smoothing criterion Fsm(λ, λ̃) is given by

Fsm(λ, λ̃) = P (W|O, λ̃) (5.16)

This smoothing function is equivalent to the MMI criterion evaluated at the current parameter

estimates λ̃. Similar to the smoothing criterion for the MPE growth function in equation 5.7, this

form of Fsm(λ, λ̃) also has the attributes discussed in section 5.3. As discussed in section 4.2.1,

the MMI criterion, or the posterior probability of the reference transcription, is an approximation

to the sentence error rate. Hence utterances with higher error rates on a sentence level may be

penalized using this form of smoothing criterion. Furthermore, the term outside the bracket

in the MMI growth function, p(O|λ), is associated with the likelihood of a sentence and may

further reduce such sensitivity.
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Like the MPE growth function in section 5.4, a direct marginalization of the growth function

in equation 5.15 may be difficult for HMMs, due to the dependency upon latent variables. Again

for efficiency a lower bound based approach similar to that discussed in section 3.3.4 is used.

Using an EM-like approach, a lower bound for the MMI growth function may be given by

Lmmi(λ, λ̃) = log G(λ̃) +
Qmmi(λ, λ̃) −Qmmi(λ̃, λ̃)

∑

j,τ γmmi
j (τ)

(5.17)

where the MMI “auxiliary” function is given by 2

Qmmi(λ, λ̃) =
∑

j,τ

γmmi
j (τ) log p(oτ |ψτ = Sj , λ) (5.18)

and γmmi
j (τ) is the MMI hidden state occupancy. A detailed proof may be found in appendix B.

It is interesting that the MMI growth function bound has some similar features to those of

the MPE growth function bound discussed in section 5.4. First, the MMI statistics, {γmmi
j (τ)},

required to compute the growth function lower bound in equation 5.17, are closely related to

the standard form of statistics used for MMI training. For the MMI growth function, the statistics

γmmi
j (τ) in equation 5.10 is given by [75]

γmmi
j (τ) = γnum

j (τ) − γden
j (τ) + CP (ψτ = Sj |O, λ̃) (5.19)

where the numerator and denominator occupancies are in the same form as in equation 4.19.

γnum
j (τ) = P (ψτ = Sj |O,W, λ̃)

γden
j (τ) = P (ψτ = Sj |O, λ̃) (5.20)

A detailed derivation of the above statistics may be found in appendix B. The standard form of

MMI statistics [124, 93] for discriminative training is given in equation 4.20 and the smoothing

term in equation 4.24. This may be written as

γmmi
j (τ) = γnum

j (τ) − γden
j (τ) + EP (ψτ = Sj |O, λ̃) (5.21)

where the smoothing constant E > 0 is empirically tuned. These two forms of MMI occupancies

are equivalent to one another when E = C. The second similarity between the MMI and MPE

growth function lower bounds is that multiple configurations may make use of a single set of

statistics for greater efficiency. In this case, the only term that affects model selection will be

the MMI auxiliary function, Qmmi(λ, λ̃). In order to obtain a good performance ranking, it is

important to tighten the bound by using reliable statistics. Third, the setting of the smoothing

constant C is also an issue for the MMI growth function. The setting of C has the same two

effects as discussed in section 5.4 for the MPE growth function. Again in common with the

standard C setting used for MMI training, the value of C was always set to 2.0 for MMI growth

functions in the experiments.

2Here only Gaussian means and variances are considered.
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The following lower bound marginalization is then used for complexity control.

M̂ = arg max
M

∫

exp
(

Lmmi(λ, λ̃)
)

p(λ|M)dλ (5.22)

The marginalization in equation 5.22 may be difficult for HMMs in many practical situations,

though the dependency upon latent variables has been removed. In order to compute the inte-

gral more efficiently, Laplace’s approximation may be used, as with the marginalization of the

ML bound in equation 3.11, and the MPE growth function bound in equation 5.14.

5.6 Implementation Issues

In this section several implementation issues when using marginalized discriminative growth

functions for model complexity control are discussed. These issues are important and may affect

the performances of complexity controlled systems.

5.6.1 Sharing Statistics among Model Structures

For LVCSR systems exhaustively accumulating the sufficient statistics for each possible system

is highly inefficient. When determining the number of Gaussian components in a state, it is

impractical to obtain new statistics for each number of components, even if the state alignments

are fixed. To handle this problem, as discussed in sections 3.3.4, 5.4 and 5.5, the same set of

statistics may be used for a range of model structures. As it is only possible to merge statistics,

the number of components, or other complexity control attributes, can only be reduced. For

this merging process, the statistics from a pair of Gaussians must be combined to form a single

Gaussian. This is a standard problem and is solved by simply combining the appropriate first, or

second, order statistics and the occupancy counts. For example, when joining component j and

k to yield l, the MPE statistics are merged as

γ
mpe

l (τ) = γ
mpe

j (τ) + γ
mpe

k (τ). (5.23)

This same holds for the first and second order statistics.

∑

τ

γ
mpe

l (τ)oτ =
∑

τ

γ
mpe

j (τ)oτ +
∑

τ

γ
mpe

k (τ)oτ

∑

τ

γ
mpe

l (τ)oτo
>
τ =

∑

τ

γ
mpe

j (τ)oτo
>
τ +

∑

τ

γ
mpe

k (τ)oτo
>
τ . (5.24)

Similar merging will also be performed for the ML statistics of the log-likelihood lower-bound

discussed in section 3.3.4, and the MMI statistics for the MMI growth function in section 5.5.

In the majority of the cases considered in this work, the mean and covariance of merged com-

ponent l are estimated in an ML fashion using the merged ML statistics. However, if the mean

and covariance of component l are discriminatively updated, the merged sufficient MPE or MMI

statistics may be required. This is an interesting scenario where a consistently discriminative

optimization of both model complexity and parameters is performed. This case will be further
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discussed and investigated in the experiments of following chapters. All possible pairs of com-

ponent merging are considered. The pair with the largest increase in the objective function is

selected.

5.6.2 Constrained Maximum Structural Mutation
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j (τ), γj(τ)}

∫

Lmpe(λ, λ̃)p(λ|M)dλ

Figure 5.1 Selecting the number of Gaussian components per state using marginalized MPE growth functions

via component merging

For efficiency, the lower bound of a discriminative growth function, or log-likelihood, is de-

rived from the statistics of a single system as discussed in sections 3.3.4, 5.4 and 5.5. As

discussed in section 5.4, when the magnitude of the structural mutation from the current model

increases, the reliability of the fixed statistics decreases, and looser the bound. This may lead

to a poor selection of model complexity. To overcome this problem, the whole structural opti-

mization process can be performed in an iterative mode. An overview of the algorithm, when

using marginalized MPE growth functions to select the number of Gaussians per state, is shown

in figure 5.1. A maximum mutation limit in the model complexity is imposed. For instance,

./pictures/mixctrl.eps
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the maximum number of Gaussians that may be removed from any state per iteration is con-

strained. In this work the maximum mutation was set to be 2 for all experiments. Between

iterations of structural optimization, model parameters were re-estimated using ML training to

obtain improved statistics. Slightly modifying the procedure illustrated in figure 5.1, it may also

be applied to BIC. This requires that the growth function integral in the third box to be replaced

with the BIC metric in equation 3.3, and the lower bound in equation 3.7 is used to approxi-

mate the log-likelihood. In all experiments a total of four iterations of complexity control were

performed for both BIC and marginalized growth function systems. For multiple HLDA systems,

varying the number of useful dimensions per Gaussian will have a far less impact on component

alignments, compared with varying the number Gaussians per state. Thus the sufficient statistics

may be assumed to be the same for all possible number of retained dimensions and no constraint

on the complexity variation is required.

5.6.3 Hessian Approximation for HLDA Systems

The lower bound marginalization for discriminative growth functions in equation 5.9 and 5.17,

and the log-likelihood in equation 3.11 may be approximated via Laplace’s approximation. This

approximation requires the storage of a Hessian matrix with respect to all the model parameters.

However, because the number of model parameters in an LVCSR system can be in the millions,

the storage and calculation of the Hessian as a full matrix is impractical. To solve this problem,

assumptions can be made about the structure of the Hessian. In particular, by assuming that

the Hessian has a block diagonal structure [71, 70, 75] the problem becomes tractable. This

form of Hessian approximation can be used for both the discriminative and log-likelihood lower

bounds. The exact form of the approximated Hessian depends on that of the lower bound being

considered. Let

ǒ
(rj)
τ = A(rj)oτ (5.25)

denote the projected feature after the HLDA transform,A(rj), to which component j is assigned.

Let µ̌(j), Σ̌
(j)

denote the component means and covariances in the transformed space. Take the

MPE lower bound in equation 5.9 as an example. The MPE auxiliary function in equation 5.10

may be expressed as

Qmpe(λ, λ̃) =
1

2

∑

j,τ

γ
mpe

j (τ)

{

log
∣

∣

∣A
(rj)
∣

∣

∣

2
− log

∣

∣

∣Σ̌
(j)
∣

∣

∣

−
(

ǒ
(rj)
τ − µ̌(j)

)>

Σ̌
(j)−1

(

ǒ
(rj)
τ − µ̌(j)

)

}

. (5.26)

Each Gaussian component is assumed to be independent of all others. Furthermore, within

each Gaussian component, the mean, variance and each row of the HLDA transforms are also

assumed independent of each other. For the integral over the growth function’s lower bound in
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equation 5.14, the log-determinant of the Hessian matrix may be approximated as

log
∣

∣

∣
−∇2

λQmpe(λ, λ̃)
∣

∣

∣
≈

∑

r,i

log

∣

∣

∣

∣

∣

−
∂2Qmpe(λ, λ̃)

∂2a
(r)
i

∣

∣

∣

∣

∣

+
∑

j

log

∣

∣

∣

∣

∣

−
∂2Qmpe(λ, λ̃)

∂2µ̌(j)

∣

∣

∣

∣

∣

+
∑

j

log

∣

∣

∣

∣

∣

−
∂2Qmpe(λ, λ̃)

∂2Σ̌
(j)

∣

∣

∣

∣

∣

. (5.27)

The second order differentials are derived from equation 5.26 and yield [75].

∂2Qmpe(λ, λ̃)

∂2µ̌(j)
= −

1

2

∑

τ

γ
mpe

j (τ)Σ̌
(j)−1

∂2Qmpe(λ, λ̃)

∂2Σ̌
(j)

= −
1

2

∑

τ

γ
mpe

j (τ)

[

2diag

(

(

ǒ
(rj)
τ − µ̌(j)

)(

ǒ
(rj)
τ − µ̌(j)

)>
)

Σ̌
(j)−3

− Σ̌
(j)−2

]

∂2Qmpe(λ, λ̃)

∂2a
(r)
i

= −
c
(r)
i c

(r)>
i

∣

∣

∣A(r)
∣

∣

∣

2

∑

j∈r,τ

γ
mpe

j (τ) −G(r,i) (5.28)

where c
(r)
i denotes the cofactor vector associated with row a

(r)
i and the transform specific statis-

tics
{

G(r,i)
}

are accumulated on a row by row basis. Take the useful dimensions for example,

this gives

G(r,i) =
∑

j∈r,τ

γ
mpe

j (τ)

σ̌
(j)2
i

(

oτ − µ(j)
)(

oτ − µ(j)
)>

(5.29)

where again the transformed component covariance, Σ̌
(j)

, is constrained to be diagonal as in

section 2.4.3, and σ̌
(j)2
i is the ith dimensional variance element in the transformed space given by

A(rj). As G(r,i) is accumulated using statistics from the original feature-space, there is no need

to perform statistic merging as described in section 5.6.1 for multiple Gaussian components.

The same statistics can be used to generate a range of sizes of useful dimension. Note that

this assumes that the assignment of component to transform is fixed, which is the situation

considered in this work.

5.7 Summary

The majority of current complexity control schemes can be described within the maximum like-

lihood paradigm. Unfortunately, the model correctness assumption made in these standard

techniques may be too strong for current speech recognition systems using HMMs. Hence it is

preferable to employ discriminative criteria for complexity control. These criteria are more di-

rectly related to the recognition error, rather than to the likelihood. In this chapter a novel model

complexity control technique has been proposed, using the marginalization of a discriminative

growth function. The discriminative growth functions investigated were closely related to the

MPE and MMI criteria, but have a reduced sensitivity to outliers utterances. For efficiency an

EM-like approach was used to derive tractable lower bounds of the growth functions, with the
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dependency on latent variables removed. This lower bound was then marginalized efficiently

using Laplace’s approximation for complexity control.



6

Discriminative Training of Linear Projections

In chapter 5, a discriminative model selection technique based on the marginalization of a

growth function was presented. Using this method the complexity control problem for systems

using linear projections such as HLDA was discussed. In this chapter, the discriminative training

of linear projection schemes is presented. First, the motivation for developing discriminative

training algorithms for linear projections is discussed. Second, previous research on discrimi-

native training of linear transformation schemes for speech recognition is briefly reviewed. As

the EBW algorithm may be only used to optimize standard forms of HMM parameters, a more

general form of discriminative criteria optimization is preferred. The proposed method is based

on the optimization of a weak-sense auxiliary function. Using this method the discriminative

training of linear projection schemes is investigated. Finally some implementations issues when

estimating linear projections discriminatively are also discussed.

6.1 Introduction and Motivation

For any pattern recognition task an important aspect of the problem is the derivation of a good

and compact feature representation. This representation should contain sufficient discriminant

information to minimize the classification error. One family of techniques that may be used for

this purpose is the linear projection schemes discussed in section 2.4. However, one limitation

with these techniques is that that projections are normally trained using the ML criterion. As dis-

cussed in chapter 4, an inherent model correctness assumption is made in ML training of current

ASR systems based on HMMs. HMMs are assumed to be the “correct” models for speech signals.

This is untrue for current speech recognition systems using HMMs, as explained in section 4.1.

When the correlation between the WER and likelihood is weak, merely increasing the likelihood

on the observed, or unseen data, does not necessarily improve the recognition performance.

Hence it is preferable to employ discriminative criteria, which are more explicitly related to the

recognition error, to estimate linear projections. The ultimate aim of linear projection schemes

for speech recognition is to obtain a good feature representation that minimizes the WER.

Most state-of-the-art LVCSR systems are built using discriminative training techniques [124,

71
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51, 23, 64]. As discussed in section 4.3.4, gradient descent base numerical techniques are ex-

pensive for LVCSR training and have difficulty guaranteeing convergence. The commonly used

EBW algorithm provides an iterative, efficient, EM-like optimization for discriminative training

criteria. However, using the EBW algorithm only standard forms of HMM parameters may be op-

timized [84, 112, 124, 93]. These include state transitions, Gaussian component priors, means

and covariances. Since the EBW algorithm may not be directly used to estimate linear projec-

tions, it is useful to have a more general approach, to discriminatively optimize a variety of forms

of model parameters including linear projections. The weak-sense auxiliary function described

in section 4.3.2 is one such approach. It provides a flexible and heuristic derivation of the EBW

algorithm, and may be generalized to a variety of forms of parameters [115, 108]. Hence, rather

than using gradient descent techniques as proposed in [134], weak-sense auxiliary functions are

used in this chapter for the discriminative estimation of linear projections.

6.2 Previous Work for Speech Recognition

In recent years there has been active research on discriminative training of linear transformation

schemes for speech recognition. In particular the discriminative training of linear transforma-

tions have been studied for a feature projection and diagonalizing purpose. Using a discrimi-

native criterion, multiple feature space transformations were investigated in [94]. However the

training of these linear transformations and other HMM parameters was not integrated into a

consistent discriminative framework. After the estimation of the transforms, the other HMM pa-

rameters were still trained using the ML criterion. More importantly the likelihood computation

across different subspaces associated with each linear transformation was not directly compara-

ble in [94]. This was because the Jacobian normalization term was ignored for each transform.

Recently a novel linear feature projection, called fMPE, was proposed in [92]. The fMPE trans-

form operates by projecting from a very high dimensional, sparse feature space derived from

Gaussian posteriors to the normal feature space and adding the projected posteriors to the stan-

dard features. A global non-square matrix is trained to maximize the MPE criterion via gradient

descent based numerical methods. Significant WER improvement have been reported on LVCSR

tasks.

Another related area has been focused on the discriminative training of linear transforma-

tions for speaker normalization and adaptation [48, 80, 115, 116, 20]. Although these tech-

niques are used for a very different purpose from the projection schemes considered here, some

of them may be expressed as feature space linear transformations. The optimization of them

may be closely related to those of linear projections [30, 31, 34]. This area of research consid-

ers the estimation of MLLR transforms using a discriminative criterion, instead of ML training

as described in section 2.5. These transforms may then be used for speaker adaptive training

(SAT). During the discriminative training of a SAT system, the common adopted approach is a

“hybrid” procedure. This idea is to use the EBW algorithm to discriminatively update standard

HMM parameters, whilst the previously ML estimated MLLR transforms are fixed [51, 23]. In
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contrast, when using discriminative criteria to estimate MLLR transforms, the entire training is

in a consistent discriminative framework. In [20, 115] using a consistent optimization of both

the MLLR transforms and HMM parameters of SAT systems, WER improvements were obtained

over the “hybrid” approach on LVCSR tasks.

6.3 Discriminative Training of Projection Schemes

In this section the estimation of linear projections are presented using weak-sense auxiliary

functions presented in section 4.3.2. As most state-of-the-art LVCSR systems are trained using

the MPE criterion [51, 23, 64], the MPE training of linear projection schemes is the focus of this

section.

6.3.1 MPE Training of multiple HLDA

The relationship between HLDA and multiple HLDA was discussed in section 2.4.3. HLDA is

subsumed by multiple HLDA as a special case when a global subspace is used. Hence the MPE

training of multiple HLDA projections are be considered here. The approach adopted here is to

examine the weak-sense auxiliary function’s gradient against parameters of HLDA projections.

Using the general form of smoothing term in equation 4.28, the weak-sense auxiliary func-

tion in equation 4.25 may be expressed as

Q(λ, λ̃) =
∑

j,τ

(

γnum
j (τ) − γden

j (τ)
)

log p(oτ |ψτ = Sj , λ)

+
∑

j

Dj

∫

p(o|ψo = Sj , λ̃) log p(o|ψo = Sj , λ)do. (6.1)

Let A(r) denote the rth HLDA transform. the gradient of the weak-sense auxiliary function in

equation 6.1 around the current parameter estimate, λ̃, with respect to a
(r)
i , the ith row of A(r),

is given by
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do. (6.2)

Note that the model structure, M, of the weak-sense auxiliary function in equation 4.25 is

omitted for clarity, as only the optimization of model parameters is considered.

In order to further simplify the above, the gradient of the frame Gaussian log likelihood,

log p(oτ |ψτ = Sj , λ), against rows of HLDA transforms is required. Let c
(r)
i denote the cofactor

vector of a
(r)
i

1, and σ̌
(j)
i the variance elements of component j in the projected space. For

1Assume the HLDA transform rows have been re-ordered so that the nuisance dimensions always correspond to

the last n− p rows.
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multiple HLDA systems, the log likelihood of an observation, oτ , given a Gaussian component j

that is assigned to projection r, j ∈ r, may be written as [31, 34]

log p(oτ |ψτ = Sj , λ) =
1

2

[

log
(

a
(r)
i c

(r)
i

)2
− n log 2π − log
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)>
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(r)>
i σ̌
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(j)−2
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

 (6.3)

where Σ
(g,r) denotes the global covariance for transforms class r. Differentiating equation 6.3

with respect to a
(r)
i yields
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Substituting the gradient in equation 6.4 into equation 6.2 gives
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where the sufficient discriminative statistics, G(r,i), are accumulated for each transform class on

a row by row basis

G(r,i) =







∑

j∈r σ̌
(j)−2
i
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Σ
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(6.6)

and Σ
(j) is the discriminatively updated full covariance using the EBW algorithm in equa-

tion 4.16, and Σ
(g,r) the transform specific global covariance updated using the statistics of

all components within class r. A detailed derivation of the above may be found in appendix C.

The aim is to zero the weak sense function’s gradient in equation 6.5 to find the optimal

estimate for a
(r)
i . This yields



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i

− a
(r)
i G(r,i) = 0 (6.7)

To solve the above equation, the iterative optimization scheme proposed in [31] for the ML

optimization of semi-tied covariance (STC) transforms may be used. For the STC system, an

equation of the same form is solved, except that the ML statistics are used. This gives an iterative

MPE update of HLDA transform on a row by row basis.

a
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(r)>
i G(r,i)−1

√
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i G(r,i)−1c̃

(r)
i

(6.8)
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Like standard forms of HMM parameters, an important issue in discriminative training of

HLDA projections is the setting of the smoothing constant Dj . This constant is used both in the

iterative update formula in equation 6.8, and the second order statistics, G(r,i), in equation 6.6.

During training this constant ensures a stable convergence and should be appropriately set. For

all the experiments the standard form of Dj discussed in section 4.3.1.4, Dj = E
∑

τ γden
j (τ),

was used and E was always set as 2.0. This is also a setting used for MPE training of other HMM

parameters [93]. If this form of Dj is not still big enough to ensure the updated full covariances

are positive definite, then the minimum E which satisfies this condition will be used instead.

Such a E may be efficiently selected by examining if the updated covariance is positive definite

via Cholesky decomposition.

6.3.2 MPE Training of multiple LDA

As discussed in section 2.4.3 the only difference between multiple HLDA and multiple LDA is

whether the nuisance subspace parameters are tied on a local, or a global level. Based on this, a

slightly modified form of the gradient in equation 6.5, may be applicable to multiple LDA. This

is given by
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where G(r,i) is the same as equation 6.6 for all useful dimensions. K(i) is accumulated for

nuisance dimensions over all Gaussians,
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j
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i
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]

Σ
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where the global covariance Σ
(g) is fixed given the training data and does not require an dis-

criminative update.

Unfortunately individual projections can not be independently optimized for multiple LDA,

because the transform parameters in the nuisance subspace is globally tied. Hence the efficient

row by row optimization, given in equation 6.8, may not be used for multiple LDA. To handle

this problem, the approach proposed here is to use a gradient descent based optimization given

in equation 4.34. This approach requires the following second order information
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Using the transform rows of useful dimensions for an example, the update formula is given by
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where the learning rate η requires empirical tuning to ensure a stable convergence.

Although an MPE update of multiple LDA has been given, HLDA and multiple HLDA sys-

tems are the focus of the experiments for two main reasons: First, numerical methods can be

expensive and difficult to guarantee convergence in practice, as discussed in section 4.3.4,. Sec-

ond, multiple HLDA can also provide a more flexible model structural configuration, by locally

varying the retained subspace dimensionality, as explained in section 2.4.3. In [70, 72] WER

improvements were reported by locally optimizing the number of useful dimensions on LVCSR

tasks. Furthermore, in general multiple HLDA was found to outperform multiple LDA in ML

training stage for LVCSR in earlier research [34]. Therefore the discriminative training of HLDA

and multiple HLDA systems is the focus of this work.

6.4 Implementation Issues

In this section implementation issues for discriminative training of linear projection schemes are

discussed. These issues may affect the performance of systems using linear projections, and are

therefore important.

6.4.1 Variance Flooring

For speech recognition systems using HMMs, the re-estimated Gaussian covariances are often

floored to ensure they are positive and definite. For systems using diagonal covariances with a

standard feature front-end or a global feature projection, the variance flooring problem may be

straightforward. The simple approach described in [131] may be used, by setting the variance

floor to be a small portion of the global covariance, or average state covariance [51]. In this

case the flooring is only considered in one global feature space. However the variance flooring

for systems using multiple projections, such as multiple HLDA, is more complicated. This is due

to the presence of multiple feature subspaces. To handle this problem, the solution adopted in

this work is to use a global minimum variance floor, f , for all subspaces. The ith dimension of

f is given by

f i = arg min
r

{

ηa
(r)
i Σ̄a

(r)>
i

}

(6.13)

where Σ̄ is the average state covariance in the original feature space and the variance floor scale

η is commonly set to 0.01.
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6.4.2 Setting of I-smoothing

In order to obtain a more robust parameter estimates during MPE training, I-smoothing of the

MPE numerator statistics may be used, as discussed in section 4.3.3. The ML or MMI statistics

may be used as priors for Gaussian parameters. A key issue with this approach is the setting of

the constant τ I . From a MAP perspective, this constant controls how much the parameter esti-

mate will back-off to the ML or MMI statistics based prior. In [93] a commonly used setting for

HMM systems with diagonal covariances is τ I = 50. This setting is also used in all experiments

for estimating linear projections. Unless otherwise stated the I-smoothing statistics will be ML

based in all experiments.

6.4.3 Use of Lattices

In discriminative training, lattices are commonly used to represent the model’s confusion over

the data. Ideally individual models should be used to generate the matched lattices for training.

However for LVCSR systems this is infeasible. The commonly used approach is to use one set

of HMMs to generate word lattices by recognizing the training data. Then they will be further

marked with phone alignment and kept fixed for training. This is the “exact match” approach

described in [124]. One issue with this approach is whether it is appropriate to use the same

set of lattices for training systems, which are very different from the one used to generate these

lattices. In [124] WER improvements were reported by re-generating triphone model alignment

in the intermediate stage of MMI training for an LVCSR task. This issue also exists with systems

using multiple projections, because the training lattices are normally generated by a system using

the standard front-end, or a global ML trained projection. Optimizing the projections using a

discriminative criterion may further enlarge the mismatch between the model set and lattices.

In this work, one single set of training lattices are used initially for estimating the projections.

Then this issue is investigated by using the matched lattices for the subsequent MPE training of

individual systems.

6.4.4 Integrated Structural and Parametric Optimization

In general a machine learning problem may be partitioned into two distinct stages. In the first

stage the optimal model structural configuration is selected using a complexity control criterion.

In the second stage parameters are estimated using some training criterion after the appropriate

complexity is determined. The underlying criteria used for these two different stages may not

necessarily be the same one. In chapter 5 model complexity was determined in a discriminative

fashion. However in many practical situations, model parameters are considered to be trained

using the ML criterion. Hence there may be a mis-match between the criteria used for model

selection and parameter estimation. To handle this problem, the model selection and parameter

estimation may be integrated into a consistent discriminative learning process. When selecting

the number of Gaussian components per state, for instance, component means and variances
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are considered to be discriminatively estimated for each candidate model structure. Similarly

for multiple HLDA systems, when selecting the number of useful dimensions for each projection,

the HLDA projections and other model parameters are also considered to be discriminatively

updated.

6.5 Summary

In this chapter the discriminative training of linear projection schemes is investigated using a

weak-sense auxiliary function. This weak-sense auxiliary function has a general form and may

be applied to the discriminative optimization of a variety of forms of model parameters. Using

this approach, the discriminative training algorithms for HLDA, multiple HLDA and multiple LDA

systems were presented. A number of implementation issues when estimating linear projections

using discriminative criteria were also discussed. Experimental results for discriminative training

of linear projections are presented later in chapter 8.
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Experiments on Model Complexity Control

In this chapter experimental results are presented for model complexity control using marginal-

ized discriminative growth functions and standard model selection techniques. In the first part

of this chapter, a series of complexity control experiments are conducted on an LVCSR task for

conversational telephone speech (CTS) data. Initially complexity control schemes are used to

optimize multiple model complexity attributes on a “global” level. This restricts the complexity

of different part of the model to be the same, and allows all possible systems to be explicitly

trained and evaluated. The correlation with WER and the performance ranking error are then

examined for a variety of complexity control techniques. These are followed by optimizing mul-

tiple model complexity attributes on a local level. Then the interaction with other techniques is

investigated. The generalization to two other LVCSR tasks is also investigated. Finally, the per-

formances of complexity controlled systems are evaluated in a state-of-the-art 10 time real-time

LVCSR system for a CTS transcription task.

7.1 Experiments on CTS English

This section presents complexity control experiments for CTS English data. First, the experimen-

tal setups and conditions of the experiments is briefly described. Second, experimental results of

model complexity control on a “global” level is presented on an LVCSR task. Issues with existing

likelihood based complexity control schemes are also discussed. Finally, complexity control on a

local level are performed on four different LVCSR setups, where multiple complexity attributes

are allowed to vary locally across different parts of the system.

7.1.1 Summary of Experimental Setups

In order to fully investigate the performances of complexity control techniques, five CTS En-

glish training configurations were used. The first is a full system using a 297 hour training set

h5etrain03, consisting of 4800 Switchboard I, 228 Call Home English (CHE) and 418 Linguistic

Data Consortium (LDC) Cellular conversation sides [23]. Three subsets of this were also used:

79
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46 hour minitrain04; 68 hour h5etrain00sub; 76 hour h5etrain03sub; 148 hour meditrain04. All

subsets were selected to have the same gender and channel condition distribution of the full set.

The total number of training speakers in the full set is approximately 8 times as the 46 hour mini-

train04, 4 times the 76 hour h5etrain03sub, and twice the 148 hour subset meditrain04. Note that

each subset is hierarchically subsumed by the other larger sets. The baseline feature vector used

for all projections was a 52-dimensional PLP feature extracted by appending derivatives up to

the third order and then normalized using VTLN, mean and variance normalization on a conver-

sation side basis. For the baseline configuration this 52-dimensional feature vector was projected

down to 39 dimensions using one or more HLDA projections. For multiple HLDA systems the

silence Gaussians were assigned to one transform class, while the speech Gaussians were split

into 64 distinct classes. The component assignment used a top-down splitting procedure, based

on distance measure of Gaussian components in the acoustic space. Continuous density, mixture

of Gaussians, cross-word triphone, gender independent HMM systems were used. After phonetic

decision tree based tying, there are approximately 3k speech states for the 46 hour subset, and

6k states for the other four training sets. Basic features of these five setups are presented in

table 7.1.

Corpus Size #States

minitrain04 46 hr 3k

h5etrain00sub 68 hr 6k

h5etrain03sub 76 hr 6k

meditrain04 148 hr 6k

h5etrain03 297 hr 6k

Table 7.1 Training setups used for experiments on CTS English data

As discussed in chapters 4 and 5, to obtain sufficient statistics for discriminative training, or

complexity control, lattices are normally used for LVCSR tasks. The training data lattices used

to obtain the statistics for complexity control experiments were generated using the baseline

39-dimensional global HLDA systems. These lattices were further marked with model alignment

and kept fixed for complexity control using marginalized discriminative growth functions. This

was the “exact match” approach described in [124]. For evaluation a 3 hour dev01sub was used.

The test set contains 20 Switchboard I and 20 Switchboard II phase II conversation sides of

the NIST LVCSR evaluation data in 2000 and 1998 respectively, and another 19 Linguistic Data

Consortium (LDC) Cellular sides. The audio data was manually segmented. The test set was also

used as the held-out data in the experiments. The same front-end processing and normalization

schemes were also used. Unless otherwise stated ML training was used for all systems. All

recognition experiments used a 58k word trigram language model.
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7.1.2 Experiments on Global Complexity Control

As discussed in section 3.1, word error rate is the most commonly used performance measure-

ment for speech recognition systems. An ideal complexity control scheme should yield the same

ranking as the WER for all systems being considered. Hence, one natural way of evaluating a

complexity control criterion is to examine its correlation with the WER. This requires a variety

of systems to be explicitly built and evaluated, which is infeasible for highly complex LVCSR

systems. However, if the complexity attributes considered are optimized on a global level, the

permutation of all possible structural configurations can be far more tractable. This is the case

considered in the experiments of this section. Existing complexity control schemes are evaluated

on an LVCSR task for CTS English data. Since complexity attributes are optimized on a global

level, all possible systems may be explicitly trained and evaluated. This can give an intuitive

feel of how strongly the underlying complexity control scheme is correlated with the error rate.

The 68 hour CTS English corpus, h5etrain00sub, as described in section 7.1.1, was used as the

training set. Two complexity attributes of an HLDA system with a single projection were opti-

mized globally: the number of Gaussian components per state from the set {12, 16, 24}; and the

number of useful dimensions in the range {28, ..., 52}. The permutation of these two attributes

led to a total of 75 different configurations.

7.1.2.1 Correlation Between Criteria and WER

After these 75 systems were explicitly trained and evaluated, the correlation with WER was ex-

amined for likelihood on held-out data first. As discussed in section 3.2, the majority of existing

complexity control techniques inherently assume a strong correlation between the likelihood on

unseen data and WER. This correlation between likelihood and WER for all the 75 systems is

shown in figure 7.1.
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Figure 7.1 Held out data likelihood vs. WER for dev01sub on CTS English 68 hour h5etrain00sub

Although the figure illustrates a very general trend that error rate decreases as the held-out
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data likelihood increases, the precise ordering of systems is poor. Noticeably, this scheme favored

the most complex system. The best model structure predicted had 24 Gaussians per state and

52 useful dimensions. However, the performance of this system is significantly worse than the

actual best system by 0.6% absolute. For these 75 HLDA systems, the correlation between the

likelihood on held-out data and WER shown in 7.1 is quite weak. This weakness indicates that

the model correctness assumption of standard complexity control schemes within the likelihood

based framework may be too strong for current speech recognition systems using HMMs.

Despite this limitation, it is still useful to examine the performances of approximation schemes

for the Bayesian evidence integral. These should be closely related to the held-out data likeli-

hood. As discussed in section 3.3.1, using BIC the approximated Bayesian evidence is only a

function of the log likelihood and number of model parameters. The training data log-likelihood

is expected to monotonically increase as the number of model parameters increases, irrespective

of the form of the parameters being considered.
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Figure 7.2 Training data log likelihood vs. the number of parameters on CTS English 68 hour h5etrain00sub

Unfortunately, in this setup such a relationship does not exist, as is shown in figure 7.2. In

the figure there are three distinct lines associated with the 12, 16 and 24 component systems.

On each of the three lines the training data log-likelihood increases as the number of useful

dimensions is increased. However, across these three lines the log likelihood is not increasing

monotonically as the system becomes more complex. In the figure each log likelihood value in

the figure may correspond up to three model structures, each with different complexity. The

same issue still exists even if the penalization coefficient, ρ, of the BIC criterion in equation 3.3,

is finely tuned. This indicates that the log-likelihood contribution from different forms of model

parameters, in this case the number of components and dimensions, is not the same. Hence,

BIC may have lead to a poor Evidence approximation when multiple complexity attributes were

optimized simultaneously.

Compared with the likelihood, discriminative criteria are more closely related to the recog-
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Figure 7.3 MMI criterion on Held out data vs. WER for dev01sub on CTS English 68 hour h5etrain00sub

nition error. Therefore the correlation between these criteria and WER should be stronger. How-

ever discriminative criteria may not be directly used for complexity control. As discussed in

section 5.2, this is due to the sensitivity to outliers utterances. Here the MMI criterion was taken

as an example. Figure 7.3 shows the MMI criterion values on held-out data against WER. The

correlation between the MMI criterion and WER was quite poor. This may have been caused

two issues. First, the average segment length may have an impact on the held-out data MMI

scores. As the MMI criterion is related to the sentence error rate, short sentences may tend to

be penalized more if they contain any wrong words. Second, more importantly, as discussed in

section 5.2, the existence of outliers can heavily influence the value of the MMI criterion. These

outliers are sentences with very low posteriors. This is the motivation of using discriminative

growth functions for complexity control. As discussed in section 5.3, a discriminative growth

function should have reduced sensitivities to outliers whilst still retaining some attributes of the

original criterion.

Figure 7.4 shows the correlation between the marginalized MMI growth function in equa-

tion 5.22 and the WER. As discussed in section 5.6, for efficiency three sets of MMI statistics were

generated by standard 39 dimensional systems with 12, 16 or 24 components per state respec-

tively. These were shared among systems that had the same number of Gaussians. The block

diagonal Hessian approximation described in section 5.6.3 was used to compute the growth

function’s lower bound marginalization in equation 5.22. In the experiments the smoothing

constant, C = 2.0, was fixed. Even under these approximations, in figure 7.4 a strong correla-

tion with the WER is still observed with the WER. The best system selected was only 0.1%-0.2%

absolute worse than the actual best one.
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Figure 7.4 Marginalized MMI growth function vs. WER for dev01sub on CTS English 68 hour h5etrain00sub

7.1.2.2 Recognition Performance Ranking Error

A good complexity control scheme should rank all the systems in a way that matches the ranking

of their recognition performances. A measure of the distance between the predicted and correct

ranking is required to evaluate various complexity control schemes. In this work, an empirical

ranking error metric is proposed as

RankErr% =

∑

i,j δ(wei,wej) × |wei −wej | × |i − j|

N × maxi,j{|wei −wej |} × maxi,j{|i − j|}
(7.1)

where {we1, ...,wei, ...,weN} denotes a WER ranking prediction, for all N possible systems

being considered, according to a particular complexity control scheme. Let wei denote the WER

of the system ranked as the ith, |wei −wej | the WER difference between system i and j, and

|i − j| the position shift between them. The binary function δ(wei,wej) will be true, only if the

ranking betweenwei andwej is incorrect and the difference in WER is significant (above a given

WER threshold). This has a good intuitive feel, as penalizing systems that differ only slightly in

error rate seems inappropriate. The WER difference between a pair of systems that falls below

the WER threshold may be ignored. Hence the ranking error may be related to the total number

of position shifts, weighted by WER differences between all mis-ranked pairs of systems if the

differences are significant. The normalization term in equation 7.1 guarantees the ranking error

will be positive and less than one.

Table 7.2 shows the error of the predicted recognition performance ranking using the metric

given in equation 7.1. Three different WER thresholds were also used to determine whether the

mistaking between two systems is considered. The first line in the table serves as a baseline.

It ranks the systems according to the training data likelihood, which simply yields an ordering

on system complexity with no penalization. Using the likelihood on held-out data, the ranking

error is still fairly high although much improvements were obtained over using the training data
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likelihood.

Complexity WER threshold

Control 0.0 0.1 0.2

Training Likelihood 22.08 22.08 21.59

Held-out Likelihood 8.94 8.89 8.19

BIC (ρ = 1.0) 48.43 48.36 47.35

BIC (ρ = 2.0) 55.68 55.68 55.42

Held-out MMI 37.40 37.40 35.91

MMI GFunc 4.74 4.64 3.10

Table 7.2 Performance ranking prediction error (%) for dev01sub on CTS English 68 hour h5etrain00sub

The table also shows the ranking errors for approximated Bayesian evidence using BIC, which

should be closely related to the held-out data likelihood. As previously described there are

issues with BIC when controlling multiple complexity attributes. Hence, using both standard

BIC and penalized BIC (ρ = 2.0), the ranking scores were poor. The final line of the table shows

the ranking performance using the held-out MMI criterion. The poor performance of the MMI

criterion is clearly shown. The best performance was obtained using the marginalized MMI

growth function and the score is related to figure 7.4. As expected, if the WER threshold in the

table is increased then the ranking error decreases, though the general ranking of all complexity

control schemes remains about the same.

7.1.2.3 Discussion

In this section a few complexity control schemes were evaluated by examining the correlation

with WER and the performance ranking error. Two model complexity attributes of an HLDA

system, the number of Gaussian components per state, and the number of useful dimensions,

were optimized on a global level. This allowed systems with all possible configurations to be ex-

plicitly built and evaluated. A few issues associated with existing complexity control techniques

are presented below:

• First, in these experiments the correction between the likelihood on held-out data and

WER was found to be fairly weak. This is because the model correctness assumption made

in standard complexity control techniques may be too strong for current ASR systems using

HMMs. As discussed in section 3.6, HMMs are not the correct models for speech signals.

Hence, merely increasing the likelihood for the unseen data does not necessarily decrease

the error rate.

• Second, a limitation of BIC was found when optimizing multiple complexity attributes

simultaneously. As discussed in section 3.3.1, the BIC approximation may become increas-

ingly poorer as the amount of observed data decreases. In addition, the differences in
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the form of model parameters is not considered by BIC. This probably leads to the non-

monotonic increase of log-likelihood against model complexity, as is shown in figure 7.2.

In contrast the Laplace’s approximation discussed in section 3.3.3 accounts for such differ-

ences. The second order information, or Hessian matrix, explicitly describes the likelihood

contribution from different forms of model parameters. Hence, it is preferable to use

Laplace’s approximation to compute the evidence integral.

• Finally, for current speech recognition systems, it is preferable to marginalize discrimina-

tive criteria for complexity control. These criteria are more directly related to the recog-

nition error than likelihood. However, discriminative criteria, such as MMI, are prone to

be sensitive to outliers as found in the experiments. Hence they may not be directly used

for complexity control. This was the motivation for using a marginalized growth function

for model selection. As discussed in section 5.3, a discriminative growth function should

have reduced sensitivities to outliers whilst still retaining certain attributes of the original

criterion. This is further investigated in detail in the following sections.

7.1.3 Experiments on Local Complexity Control

In the previous section two complexity attributes of an HLDA system, the number of Gaussians

per state and useful dimensions per Gaussian, were optimized on a global level. Limiting the

complexity control on a global level is an unnecessary restriction. When varying the system com-

plexity locally, more flexibility in the model structure may be introduced. Hence it is preferable

to optimize complexity attributes on a local level. In this section the performances of complex-

ity control techniques are further investigated by locally optimizing the same two complexity

attributes on a standard LVCSR task for CTS English data.

7.1.3.1 Experimental Conditions

Four CTS English training configurations as described in section 7.1.1 were used: the 46 hour

minitrain04; 76 hour h5etrain03sub; 148 hour meditrain04; the 297 hour full set h5etrain03. The

total number of training speakers is approximately log-linearly increasing across these four sets.

Each subset is also hierarchically subsumed by the other larger sets. For each training set, the

following forms of complexity control were compared:

• Fixed, the baseline approach of using an even number of components per state, or dimen-

sions per Gaussian. This effectively performs no control of the model complexity and the

number of parameters is manually tuned.

• VarMix, a simple “more data more parameters” approach. The number of components in

a state is set to be proportional to the number of frames assigned to that state raised to a

power. In all these experiments that power was set as 0.2. The total number of components

in the system is fixed so that the average number of Gaussians per state remains the same

as the standard, Fixed, system from which it was derived. This is a standard technique used
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in the CU-HTK LVCSR evaluation systems [23]. However, this is not strictly a complexity

control approach since the total number of components is not automatically determined.

• BIC, an example of a Bayesian complexity control that was discussed in section 3.3.1, was

implemented.

• MPE GFunc, the discriminative evidence framework using marginalized MPE growth func-

tions presented in chapter 5 was evaluated. As the MPE criterion is a closer approximation

to WER than MMI, the marginalization of MPE growth functions is a focus of the following

experiments.

For both BIC and MPE GFunc systems, the efficient implementation discussed in section 5.6

was used. The penalization coefficient of BIC, ρ, in equation 3.3, was manually tuned with three

values, 0.5, 1.0 and 2.0, to obtain the best performances. In contrast, for all MPE GFunc systems,

the smoothing constant C in equation 5.6 was set to 2.0 and never altered.

The same set of experiments are conducted for each training set to fully investigate model

selection using marginalized discriminative growth functions. First, only the number of com-

ponents associated with each state is determined. Second, a more complex model selection

problem is examined. Both the number of Gaussians per state and useful dimensions per projec-

tion in a multiple HLDA system are to be optimized. As with the experiments in section 7.1.2, the

number of useful dimensions to be considered is in the range from 28 to 52 for each projection.

7.1.3.2 Optimizing the Number of Components

Table 7.3 shows the performances of various global HLDA systems after complexity control. The

front-end for these experiments use the standard global HLDA projection to 39 dimensions. In

the first section of the table, the performances of the baseline systems are shown with a range

of fixed number of components per state from 12 to 20. Two general trends are observed for

these Fixed systems. First, increasing the amount of training data while fixing the number of

components consistently reduced the WER for all configurations. Note that the WER differences

between the 46 hour and 76 hour setups for all Fixed systems were at least 2.0% absolute. These

are bigger than the WER differences between other larger sets, for example 0.4%-0.7% between

the 76 and 148 hour setups. This is expected as the number of tied states on the 46 hour

setup is only 3k, while for the other larger sets 6k states were used, as described in table 7.1.

Second, within each training set, increasing the number of components per state gradually lead

to saturated WER performances after the number of components reached more than 16. For

example, on both the 76 and 148 hour setups, the 18 and 20 component Fixed system gave the

same error rates. The best Fixed systems, also with fewest parameters possible, had 20, 16, 18

and 20 components for the four training sets respectively.

The second section of table 7.3 shows the performances of various VarMix systems with the

average number of components per state ranging from 12 to 20. Using VarMix to re-arrange the

number of components according to state occupancies, a WER reduction of 0.1%-0.4% absolute
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Complexity WER%

Control 46 hr 76 hr 148 hr 297 hr

Fixed

12 38.3 36.1 35.7 35.1

14 38.0 36.0 35.4 34.8

16 37.8 35.8? 35.2 34.9

18 37.9 35.8 35.1? 34.3

20 37.8? 35.8 35.1 34.1?

VarMix

12 37.9 36.1 35.2 34.9

14 37.7 35.8 35.0 34.7

16 37.6 35.7 35.0 34.3

18 37.6 35.7 34.8 34.0

20 37.5 35.6 34.8 33.9

BIC (ρ = 0.5) 37.4 35.7 34.5 34.1

(#Gauss) (19.38) (15.57) (17.13) (19.21)

BIC (ρ = 1.0) 37.4 35.8 34.6 34.2

(#Gauss) (18.45) (14.68) (16.34) (18.68)

BIC (ρ = 2.0) 37.5 36.1 34.7 34.2

(#Gauss) (18.04) (12.73) (14.78) (17.71)

MPE GFunc 37.2 35.7 34.4 33.8

(#Gauss) (18.34) (14.52) (15.43) (17.54)

Table 7.3 Optimizing #Gauss for global HLDA systems for dev01sub on CTS English 46 hour minitrain04,

76 hour h5etrain03sub, 148 hour meditrain04 and 297 hour h5etrain03; ? marks the starting model for

component merging of BIC and MPE GFunc systems on each training set.
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was obtained over the baseline Fixed systems for most configurations in the table. This improve-

ment is not surprising as the amount of data associated with each state can vary dramatically.

For the 46, 76 and 297 hour sets, the best VarMix result was associated with the most complex

configuration using 20 Gaussian components per state. On the 148 hour setup, the 18 and 20

component VarMix systems yielded the same WER performance. Similar to the Fixed systems in

the first section of the table, for each training set the gain from having more components was

gradually reduced when the number of Gaussians per state is more than 16.

The results using BIC and marginalized MPE growth functions, along with the average num-

ber of components per state, are shown in the third and fourth sections of table 7.3. One

interesting issue with the iterative complexity control used here for both the BIC and the GFunc

systems is the selection of the initial model. As discussed in section 5.6.1, for efficiency a starting

model is used to obtained a single set of statistics that may be shared by a range of configura-

tions. This starting model may affect both the complexity and WER of the final system. Its

selection may be determined by the following factors:

• First, the starting model should give the lowest WER. This ensures a good initialization for

the whole complexity optimization process.

• Second, the starting model should not be too simple. This is because that it is not possible

to have a final system that is more complex than the starting model using the component

merging approach in section 5.6.1. As expected, if the starting model is under-fitting to

the training data, so will the final system.

• Third, the starting model should not be too complex. To ensure the stability of complexity

control, the constrained maximum mutation from the current model structure is imposed,

as discussed in section 5.6.2. Hence, for a highly complex starting model, a large number of

iterations of complexity control may be required to obtain an optimal, compact, structural

configuration for the final system.

Starting #Gauss 12 14 16 18 20 24 32 48

Model WER% 36.1 36.0 35.8 35.8 35.8 35.7 35.7 36.1

Final #Gauss 11.28 12.95 14.52 16.56 18.71 22.62 30.63 46.82

Model WER% 36.3 36.0 35.7 35.7 35.6 35.6 35.7 36.0

Table 7.4 Varying #Gauss of the starting model when using marginalized MPE growth functions to optimize

#Gauss of global HLDA systems for dev01sub on CTS English 76 hour h5etrain03sub.

To further illustrate this, here the 76 hour set is taken as an example and a variety of MPE

GFunc systems were built with varying number of components per state in a Fixed system as

the starting model. The error rates of the final systems, along with the number of components

per state in both the starting and final models, are shown in table 7.4. In the table, when the
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number of components per state of the starting model reaches 16, the final MPE GFunc systems

performances are saturated. In particular using the 32 component Fixed system as the starting

model a 30.63 component per state system was selected. This is much more complex than

14.52 component system (derived from the 16 component Fixed system) by having more than

twice parameters. Similarly, if using the most complex 48 component system as the starting

model, both the starting and final model is clearly over-fitting to the data. In both cases, it

is conceivable that many more additional iterations of complexity control may be required to

obtain the best performances. Hence, in order to obtain the best WER performance with the

fewest model parameters, it is preferable to use a starting system that has the lowest error rate

and a relatively compact model structure.

For the reasons explained above, the 20, 16, 18 and 20 component Fixed systems were

selected as the starting models for both BIC and MPE GFunc approaches on the four training

sets respectively. In table 7.3 these four starting models used to obtain the initial statistics and

determine the maximum complexity of the systems are marked with a “?”. They are equivalent

to the comparable BIC systems when setting ρ = 0. As described in section 5.6.2, a total of four

iterations of complexity control were performed for both BIC and marginalized growth function

systems. Between iterations ML training was performed to refine the parameter estimates.

In table 7.3 setting the BIC penalization coefficient, ρ = 0.5, gave the best WER performances

consistently for all training sets. Note that on the 46 hour subset, the standard BIC system

(ρ = 1.0) gave the same error rate as ρ = 0.5 but had fewer parameters. As expected, for each

training set the complexity of BIC systems is increasing as the value of ρ decreases. Compared

with the best baseline Fixed systems, the gains from the best BIC systems (ρ = 0.5) were 0.4%,

0.1% and 0.6% for the 46, 76 and 148 hour subsets respectively. On the 297 hour full set,

the best BIC system outperformed the 20 component Fixed system by having fewer parameters.

Slight WER reductions of 0.1%-0.3% were also obtained from the BIC systems against the best

VarMix systems for most training setups. For example, on the 148 hour set the best BIC system

(ρ = 0.5), which had 17.13 components per state on average, outperformed the more complex

20 component VarMix system by a marginal 0.3%. On the 76 hour training set, there was a

slight WER degradation of 0.1% using the best BIC system (ρ = 0.5). The general trend is that

the BIC systems were comparable to the best VarMix systems, but with fewer components per

state.

The performances using the marginalized MPE growth functions are also shown in table 7.3.

In contrast to the VarMix and BIC approaches, there was no tuning of any free parameters.

The MPE GFunc systems outperforms all Fixed systems in the table. Compared with the best

VarMix systems, there were also WER gains of 0.1%-0.4% on the 46, 148 and 297 hour sets.

On the 76 hour subset, the more compact 14.52 MPE GFunc system outperformed the 16 and

18 component VarMix systems. For each training set, the MPE GFunc system outperformed all

three BIC systems by having a lower WER and fewer parameters. For example, on the 46 hour

set, the GFunc system had 18.34 Gaussians per state on average and gave a WER of 37.2%.

It outperformed both the best BIC (ρ = 1.0, 18.45 components per state and ρ = 0.5, 19.38
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components per state) by 0.2%. Similarly on the 297 hour full set, the MPE GFunc system (17.54

component per state) outperformed all three BIC systems by 0.3%-0.4%. On this setup it is also

interesting to find that this GFunc system is also more compact than the smallest penalized BIC

configuration (ρ = 2.0, 17.71 components per state). These results indicate that the MPE GFunc

system is able to select configurations that make more efficient use of the number of Gaussian

components. Overall, the MPE GFunc approach outperformed, or approximately matched, the

best manually tuned system in table 7.3 with a more compact model structure.

7.1.3.3 Optimizing the Number of Components and Dimensions

Complexity Control WER%

#Gauss #Dim 46 hr 76 hr 148 hr 297 hr

VarMix

12

Fixed

39 - 35.8 - -

12 52 - 35.3 - -

16 39 38.0 35.9 34.9 34.2

16 52 37.6 35.6† 34.6 33.7

18 39 - - 34.5 -

18 52 - - 34.3† -

20 39 37.5 - - 34.0

20 52 37.3† - - 33.6†

BIC (ρ = 0.5) 36.6 34.9 33.9 33.4

(#Gauss) (19.38) (15.57) (17.13) (19.21)

(#Dim) (49.89) (49.36) (50.17) (50.91)

BIC (ρ = 1.0) 36.9 35.2 33.9 33.4

(#Gauss) (18.45) (14.68) (16.34) (18.68)

(#Dim) (44.59) (42.89) (47.62) (49.33)

BIC (ρ = 2.0) 37.2 35.2 34.3 33.6

(#Gauss) (18.04) (12.73) (14.78) (17.71)

(#Dim) (35.77) (33.39) (39.43) (43.75)

MPE GFunc 36.7 34.6 33.9 33.0

(#Gauss) (18.34) (14.52) (15.43) (17.54)

(#Dim) (41.78) (36.67) (47.23) (44.77)

Table 7.5 Optimizing #Gauss and #Dim of 65 transform HLDA systems for dev01sub on CTS English 46

hour minitrain04, 76 hour h5etrain03sub, 148 hour meditrain04 and 297 hour h5etrain03; † marks the most

complex system for each training set.

To further investigate marginalized growth functions for model selection, a more complex

problem was examined. Both the number of Gaussians per state and useful dimensions per

projection in a multiple HLDA system were optimized. Table 7.5 shows the performances of

various multiple HLDA systems after complexity control. This table contains three sections. The
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first section are the baseline systems that used VarMix to tune the number of components per

state, and the number of dimensions fixed globally as either 39 or 52 across all projections. In the

second section the experimental results of using BIC to control both complexity attributes, along

together with the relative complexity (number of components per state and useful dimensions

per Gaussian) are shown. As with table 7.3, the values of the penalization coefficient, ρ, was

manually tuned to achieve the best performances. The final section of the table shows the

comparable results of using marginalized MPE growth functions.

For each training set, four VarMix systems were built. Although not all the possible configu-

rations in the first section were evaluated, a fair comparison may still be made against all the BIC

and MPE GFunc systems in the table. On each training setup, a most complex system was built

which provided an upper bound of model complexity for all the BIC and MPE GFunc systems.

These are marked with a “†” in the table. For example, on the 46 hour subset, the most complex

VarMix system had 20 components per state on average and 52 dimensions per Gaussian. This

system was larger than any of the comparable BIC or MPE GFunc systems on the same setup.

The general trend of these VarMix systems are three-fold. First, compared with the global HLDA

VarMix systems in table 7.3, increasing the number of HLDA transforms to 65 while fixing the

number of components and dimensionality led to mixed results. Marginal WER reductions were

obtained for some systems. For example, on the 148 hour set, the gains from using more HLDA

transforms were 0.1% and 0.3% for the 16 and 18 component configurations respectively. In

contrast, on the 76 hour setup, increasing the number of transforms to 65 actually degraded the

performance of the 16 component VarMix system by 0.2%. This shows that in order to make a

better use of multiple HLDA, it is preferable to locally optimize the number of useful dimensions

for each projection. Second, for all four subsets increasing the number of components per state

while fixing the dimensionality only gave small improvement. For example, on the 297 hour full

set, increasing the number of components per state from 16 to 20 reduced the WER marginally

by 0.1%-0.2% for both the 39 and 52 dimensional configurations. For the 76 hour set increasing

the number of components from 12 to 16 actually degraded the performance of the 52 dimen-

sional configuration by 0.3%. Third, fixing the number of Gaussians per state and increasing the

dimensionality from 39 to 52 further reduced the WER for all four training sets by 0.2%-0.5%.

In order to automatically control both the number of components and dimensions, the per-

formances of BIC and MPE GFunc systems were examined. As discussed in section 7.1.2, there

are issues for using BIC to optimize multiple complexity attributes simultaneously. Furthermore,

when both complexity attributes are controlled locally, the number of possible permutations is

intractable. To handle these issues, the two complexity attributes considered were optimized

sequentially: the number of Gaussian components first, then the number of useful dimensions

after the number of Gaussians is determined. This approach was used for all BIC and MPE GFunc

systems in the table. The same starting models in table 7.3, marked with a “?”, were also used

for all BIC and MPE GFunc systems in table 7.5. As with the results in table 7.3 for global HLDA

systems, setting the BIC penalization coefficient, ρ = 0.5, gave the lowest error rates consistently

for each training set. Compared with the best VarMix baselines with a fixed number of useful
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dimensions in the table, the gains from the best BIC systems were 0.2%-0.7%. In particular, on

the 46 hour set a 0.7% WER reduction was obtained over the comparable best VarMix system.

This is expected as it is increasingly important to appropriately control the number of HLDA di-

mensions when the amount of training data decreases. It should also be pointed out that using

the best configuration (ρ = 0.5), the complexity of the BIC systems were fairly close to that of

the most complex VarMix systems. For instance, on the 46 hour setup a system with 49.89 useful

dimensions per Gaussian and 19.38 components per state on average was selected. This is only

about 7% smaller than the 20 component 52 dimensional VarMix configuration.

Marginalized MPE growth function was then used to determine both the number of com-

ponents and dimensions. The bottom section of table 7.5 shows the MPE GFunc systems’ WER

along with the their sizes. Across all four training sets, significant WER reductions of 0.4%-1.0%

absolute were obtained over the VarMix baselines. For example, on the 76 hour setup, a highly

compact system with 14.52 components per state and 36.67 dimensions per Gaussian on average

was selected. This MPE GFunc system outperformed the most complex 16 component 52 dimen-

sional VarMix baseline by 1.0%. The gain over the best VarMix configuration (12 component per

state and 52 dimensions per Gaussian) was 0.7%. Similarly on the 297 hour set, the MPE GFunc

system (17.54 components per state and 44.77 dimensions per Gaussian) outperformed the best,

and also most complex, VarMix system on the same setup by 0.6% absolute.

Compared with all the BIC systems in the table, the MPE GFunc approach outperformed

the best BIC configuration (ρ = 0.5) on the 76 hour training set by 0.3%, and a statistical

significant 0.4% on the 297 hour corpus. On the 148 hour set, the MPE GFunc system (15.43

components per state and 47.23 dimensions per Gaussian) outperformed the best BIC system

(ρ = 0.5, 17.13 components per state and 50.17 dimensions per Gaussian) by having fewer

parameters. On the 46 hour setup, although the MPE GFunc system (18.34 components per

state and 41.78 dimensions per Gaussian) was outperformed by the best BIC system (ρ = 0.5,

19.38 components per state and 49.89 dimensions per Gaussian) by a marginal 0.1%, it has

approximately 20% fewer parameters. For all training sets, the MPE GFunc system was more

compact than the comparable best BIC system. For example, on the 76 hour set the MPE GFunc

system (14.52 components per state and 36.67 dimensions per Gaussian) is about 25% smaller

than the best BIC configuration (ρ = 0.5, 15.57 components per state and 49.36 dimensions

per Gaussian). Like the results in table 7.3, it is interesting to find that the MPE GFunc system

requires no tuning in terms of the nature of the complexity attributes being optimized. One

again the scheme outperformed, or approximately matched, the best manually tuned system

with a more compact model structure for each training set. This is a desirable feature of a good

complexity control technique.

7.1.3.4 Correlation Between Criteria and WER

In section 7.1.2 the correlation between standard complexity control techniques and WER was

investigated when optimizing complexity attributes on a global level. In this section this corre-

lation is further examined. The aim here is to intuitively show that a strong correlation between
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marginalized discriminative growth functions and WER exists for complexity control on a lo-

cal level. As the complexity is varied locally, the permutation of all possible configurations is

intractable. Hence, the correlation was only investigated for selected systems. Initially sev-

eral global HLDA systems trained on the 46 hour set minitrain04 in table 7.3 were selected for

this purpose: the 12 component Fixed and VarMix systems, all three BIC systems and the MPE

GFunc system. For each of these systems, the value of the marginalized MPE growth function

was computed on a log scale to compare with the variation of WER. This correlation is shown

in figure 7.5. A general trend is observed that increasing the marginalized MPE growth function

never increased the WER.

0 1 2 3 4
−6.68

−6.67

−6.66

−6.65

−6.64

−6.63

−6.62

−6.61

−6.6

−6.59

−6.58

Iterations of Complexity Control

M
ar

gi
na

liz
ed

 M
P

E
 G

ro
w

th
 fu

nc
tio

ns

VarMix   
MPE GFunc

0 1 2 3 4
35.5

35.6

35.7

35.8

35.9

36

36.1

36.2

36.3

Iterations of Complexity Control

W
E

R
%

VarMix   
MPE GFunc

Figure 7.6 Log Scale Marginalized MPE growth function vs. WER for dev01sub on CTS English 76 hour

h5etrain03sub

./pictures/minitrain04-mpegfuncwer.eps
./pictures/he5train03sub-mpegfuncits.eps
./pictures/he5train03sub-werits.eps


CHAPTER 7. EXPERIMENTS ON MODEL COMPLEXITY CONTROL 95

0 1 2 3 4
−6.765

−6.76

−6.755

−6.75

−6.745

−6.74

−6.735

−6.73

−6.725

−6.72

Iterations of Complexity Control

M
ar

gi
na

liz
ed

 M
P

E
 G

ro
w

th
 fu

nc
tio

ns

VarMix   
MPE GFunc

0 1 2 3 4
34.2

34.4

34.6

34.8

35

35.2

35.4

35.6

35.8

36

Iterations of Complexity Control

W
E

R
%

VarMix   
MPE GFunc

Figure 7.7 Log Scale Marginalized MPE growth function vs. WER for dev01sub on CTS English 148 hour

meditrain04

0 1 2 3 4
−6.68

−6.675

−6.67

−6.665

−6.66

−6.655

−6.65

−6.645

−6.64

Iterations of Complexity Control

M
ar

gi
na

liz
ed

 M
P

E
 G

ro
w

th
 fu

nc
tio

ns

VarMix   
MPE GFunc

0 1 2 3 4
33.4

33.6

33.8

34

34.2

34.4

34.6

34.8

Iterations of Complexity Control

W
E

R
%

VarMix   
MPE GFunc

Figure 7.8 Log Scale Marginalized MPE growth function vs. WER for dev01sub on CTS English 297 hour

h5etrain03

./pictures/meditrain04-mpegfuncits.eps
./pictures/meditrain04-werits.eps
./pictures/he5train03-mpegfuncits.eps
./pictures/he5train03-werits.eps


CHAPTER 7. EXPERIMENTS ON MODEL COMPLEXITY CONTROL 96

The correlation between marginalized MPE growth functions and WER was further investi-

gated on the other three larger training sets using selected systems. For the 76, 148 and 297

hour sets, the 12 component VarMix baselines and the MPE GFunc systems in table 7.3 were

selected first. As discussed in section 5.6.2, the optimal model complexity was determined in an

iterative mode for the MPE GFunc system in order to obtain reliable statistics. Four iterations

of structural optimization were performed for the MPE GFunc systems. Similarly, the VarMix

systems were also trained in an iterative fashion. The number of components per state was ad-

justed three times according to the state occupancies. Hence, it is also interesting to investigate

the correlation between WER and marginalized MPE growth functions for systems developed

at each iteration of complexity control. This gives a total of 8 systems for each training setup,

including the 12 component Fixed systems from which the VarMix systems were derived. The

values of marginalized MPE growth functions were computed for each system to compare with

the WER. Figures 7.6, 7.7 and 7.8 show the variation of marginalized MPE growth functions

and WER performances at different stages of structural optimization for VarMix and MPE GFunc

systems on each training setup. In these figure again a general trend was observed that increas-

ing the marginalized MPE growth function’s value will decrease the WER. There is also a steady

increase of the marginalized MPE growth function between iterations for the MPE GFunc sys-

tem. In contrast the variation for the VarMix systems was fairly noisy in some cases, for example,

in figure 7.6 for the 76 hour set. This difference may be expected as the two schemes are very

different model selection criteria.

It is interesting to further examine the differences between the VarMix and MPE GFunc sys-

tems in terms of the model complexity determined. The 76 hour set h5etrain03sub was taken

as an example. The structural difference between the 16 component VarMix, and the GFunc

system in table 7.3 was investigated for this training set. Figure 7.9 illustrates the log scale

histogram distribution of the number of components assigned to each state. In the figure the

differences these two systems are clearly shown. As expected for the MPE system the number

of components in a state is always no larger than 16, because the 16 component Fixed system

was used as the starting model for component merging. In contrast, the maximum number of

components per state in the VarMix system can be as large as 22. Furthermore, the modes of the

two distributions are also fairly apart from one another.

7.1.3.5 MMI Growth Functions vs. MPE Growth Functions

Although the MPE criterion should be more directly related to WER than MMI, it is still inter-

esting to compare the performances of marginalizing the MPE and MMI growth functions for

complexity control. This was investigated on the 46 hour set minitrain04. Table 7.6 shows the

performances of various complexity controlled systems built using marginalized MPE or MMI

growth functions. Comparing the two global HLDA systems, using the MMI growth function,

a slightly more complex system with 18.85 Gaussians per state was selected. This system was

also outperformed by the MPE GFunc system by 0.2% absolute. However, after optimizing the

number of useful dimensions the two systems gave roughly the same error rates. This is because
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Figure 7.9 Histogram distribution of #Gauss per state on CTS English 76 hour h5etrain03sub

Complexity Control
Crit #Trans WER%

#Gauss #Dim

GFunc 18.34
Fixed 39

MPE
1 37.2

GFunc 41.78 65 36.7

GFunc 18.85
Fixed 39

MMI
1 37.4

GFunc 47.91 65 36.6

Table 7.6 Marginalized MMI or MPE growth functions for dev01sub on CTS English 46 hour minitrain04
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more gains were obtained when using marginalized MMI growth functions to optimize the di-

mensionality for multiple HLDA. The MMI GFunc system gave a WER of 36.6% and also matched

the performance of the best manually tuned BIC (ρ = 0.5) system in table 7.5. However this

MMI GFunc system (18.85 components per state and 47.91 dimensions per Gaussian) was more

complex than the MPE GFunc system in the table. Overall, with this setup the two approaches

yielded similar performances and the MPE growth function tended to select a more compact

system. Experiments in the following sections will still focus on using marginalized MPE growth

functions for complexity control.

7.1.3.6 Discussion

In this section a series of complexity control experiments were conducted on an LVCSR task.

Four training sets of CTS English data were used. Their sizes were increased approximately log-

linearly so as to fully investigate marginalized discriminative growth functions for complexity

control. Two attributes of an HLDA system, the number of Gaussian components per state

and the number of useful dimensions per Gaussian were optimized on a local level. Important

conclusions from these experiments may be summarized as:

• First, across different training sets and multiple forms of complexity attributes, the marginal-

ized MPE growth function will at least select a compact system with approximately the

lowest WER, if not giving further gains over the best manually tuned VarMix or BIC sys-

tems. As discussed in section 3.1, explicitly building and evaluating all possible systems is

intractable for LVCSR tasks. The ability of automatically selecting the correct complexity

without excessive tunning of free parameters is an important feature of a good complexity

control scheme.

• Second, the correlation between marginalized discriminative growth functions and WER

was examined for all four CTS training sets when the model complexity is locally opti-

mized. In figures 7.5, 7.6, 7.7 and 7.8, a fairly strong correlation between marginalized

MPE growth functions and WER was observed. These illustrate that marginalized MPE

growth functions are closely related to the the WER. Hence, this technique may be an al-

ternative to standard complexity control techniques under the likelihood framework for

current speech recognition systems.

• Third, for multiple HLDA systems, it is beneficial to optimize the number of useful di-

mensions for each projection locally using an appropriate model selection technique. The

complexity control gains from the MPE GFunc systems in table 7.5 show that is it prefer-

able to do so when building multiple HLDA systems.

7.2 Interaction with Other Techniques

State-of-the-art LVCSR systems are highly complex. Many techniques may be used to improve

the recognition performance. In all the previous complexity control experiments only the perfor-
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mances of ML trained systems were considered. In this section the interaction between complex-

ity control and two important acoustic modeling techniques, discriminative training and speaker

adaptation, is investigated.

7.2.1 Interaction with Discriminative Training

As discussed in chapter 4, the model correctness assumption in the ML training may be too strong

for HMM based current speech recognition systems. The majority of state-of-the-art LVCSR sys-

tems are built using discriminative training techniques. All the MPE GFunc systems so far were

ML trained, although discriminative statistics were used to select the optimal structural config-

uration. In this section, after determining the optimal model structure, model parameters are

further updated discriminatively using the standard MPE training [90, 93]. The aim was to

investigate the interaction between discriminative training and complexity control. This inter-

action will be investigated on both the 76 hour CTS English corpus h5etrain03sub and the 297

hour full set h5etrain03, as were described in section 7.1.1. For evaluation the same test set used

previously, dev01, was used. Other experimental conditions remain the same as in section 7.1.1.

Complexity Control
#Trans

WER%

#Gauss #Dim MLE MPE

VarMix 16 Fixed 39
1 35.7 33.0

65 35.9 32.8

BIC
15.57

BIC
49.36 65 34.9 32.4

ρ = 0.5 ρ = 0.5

MPE
14.52

MPE
36.67 65 34.6 31.9

GFunc GFunc

Table 7.7 MPE training of complexity controlled systems for dev01sub on CTS English 76 hour h5etrain03sub

For the 76 hour set, three baseline systems were used. The 16 component VarMix system with

a global HLDA transform in table 7.3 and the comparable multiple HLDA system in table 7.5

were selected as two standard configurations. Based on the WER performances, the best 65

transform BIC (ρ = 0.5) system in table 7.3 was also selected. The MPE GFunc system in

table 7.3 was MPE trained to compare with these three baseline systems. Four iterations of MPE

training were performed for each system with the HLDA transforms kept fixed. Table 7.7 shows

that MPE training reduced the WER for all systems by more than 2.5% absolute. Most of the

gain from the GFunc system was maintained after MPE training. There were still significant

WER gains of 1.1% and 0.9% absolute from the GFunc system over the two VarMix baselines

respectively. It is also interesting to find that some gain from the most complex BIC system was

lost. This may be because compact systems are often preferred for MPE training to ensure good

generalization [93].



CHAPTER 7. EXPERIMENTS ON MODEL COMPLEXITY CONTROL 100

Complexity Control
#Trans

WER%

#Gauss #Dim MLE MPE

VarMix 20 Fixed 39
1 33.9 30.3

65 34.2 30.3

BIC
19.21

BIC
50.91 65 33.4 29.9

ρ = 0.5 ρ = 0.5

MPE
17.54

MPE
44.77 65 33.0 29.4

GFunc GFunc

Table 7.8 MPE training of complexity controlled systems for dev01sub on CTS English 297 hour h5etrain03

Similarly for the 297 hour full set, the 20 component VarMix global and multiple HLDA

system with 39 useful dimensions in table 7.3 and 7.5 were selected as the baseline standard

configurations. Based on the WER performances, the best 65 transform BIC system (ρ = 0.5) in

table 7.5 was also selected. These are to be compared with the GFunc system in table 7.5 after

four iterations of MPE training. As is shown in table 7.8, MPE training led to large reduction

of the error rates for all systems by more than 3.5% absolute. The MPE GFunc system still

significantly outperformed both VarMix baselines by 0.9%, and the BIC system by 0.5% after

MPE training. In contrast, some gain from BIC was lost after MPE, like the results shown in

table 7.7 for the 76 hour subset. Again this is expected as compact systems are often preferred

for discriminative training.

7.2.2 Interaction with Speaker Adaptation

As discussed in section 2.5, characteristics of speech signals vary substantially across different

speakers and acoustic environments. The majority of the state-of-the-art LVCSR systems employ

standard adaptation techniques like MLLR to remove such variability [126, 51, 23, 64]. So far

all the complexity controlled systems considered in this thesis are speaker independent models.

Hence, it is interesting to further investigate the interaction between complexity control and

adaptation techniques.

Following the MPE training experiments in section 7.2.1, MLLR based speaker adaptation

was performed for systems trained on the 76 hour set h5etrain03sub in table 7.7, and the 297

hour full set h5etrain03 in table 7.8. Each system’s recognition output from up-adapted decoding

was used as its own supervision. Two MLLR mean transforms, one for speech and one for silence

Gaussian components were estimated for each system. During the estimation of the MLLR ma-

trices, the diagonal variance approximation described in section 2.6 was used. Table 7.9 shows

the adapted performances of four complexity controlled systems on the 76 hour set. Using MLLR

the error rates were reduced by 1.9%∼2.0% for all systems. The gains from the GFunc system

was largely maintained after the adaptation over the VarMix and BIC baselines.

For the 297 hour full set, the four MPE trained systems in table 7.8 were adapted in the same
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Complexity Control
#Trans

WER%

#Gauss #Dim MLE MPE MLLR

VarMix 16 Fixed 39
1 35.7 33.0 31.0

65 35.9 32.8 30.8

BIC
15.57

BIC
49.36 65 34.9 32.4 30.5

ρ = 0.5 ρ = 0.5

MPE
14.52

MPE
36.67 65 34.6 31.9 30.0

GFunc GFunc

Table 7.9 Adapted performances of complexity controlled systems for dev01sub on CTS English 76 hour

h5etrain03sub

Complexity Control
#Trans

WER%

#Gauss #Dim MLE MPE MLLR

VarMix 20 Fixed 39
1 33.9 30.3 28.6

65 34.2 30.3 28.6

BIC
19.21

BIC
50.91 65 33.4 29.9 28.1

ρ = 0.5 ρ = 0.5

MPE
17.54

MPE
44.77 65 33.0 29.4 27.7

GFunc GFunc

Table 7.10 Adapted performances of complexity controlled systems for dev01sub on CTS English 297 hour

h5etrain03
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fashion as the 76 hour systems. Table 7.10 shows the adapted performances of these systems.

Again all the adapted systems outperformed the unadapted by more than 1.5% absolute. Sig-

nificant WER gains from the GFunc system, 0.9% over both VarMix baselines and 0.4% over the

BIC system, were maintained after adaptation.

7.2.3 Discussion

In this section the interaction between model complexity control and standard acoustic model-

ing techniques was investigated on an LVCSR task for CTS English data. As shown in previous

experiments of section 7.1, using marginalized MPE growth functions more compact models

tend to be selected. This is particularly useful for discriminative training techniques, as good

generalization to unseen data is desired. Hence, the gains from marginalized discriminative

growth functions over standard complexity control schemes were found to be mostly additive

to discriminative training and speaker adaptation. This indicates that marginalized discrimina-

tive functions based complexity control may be useful for state-of-the-art LVCSR systems that

use large scale discriminative training and sophisticated adaptation procedures. This is further

investigated in the following sections.

7.3 Generalization to Other Tasks

All the previous experiments in sections 7.1.2 and 7.1.3 were conducted on CTS English data. As

a general form of complexity control technique, marginalized discriminative growth functions is

expected to be applicable to other speech recognition tasks. In this section the generalization of

this technique is examined on two very different LVCSR tasks, broadcast news (BN) English and

CTS Mandarin Chinese data.

7.3.1 Experimental Conditions

A 72 hour CTS Mandarin Chinese training set, swmtrain04, was used. It consists of 200 Call

Home Mandarin (CHM) and 84 Call Friend Mandarin (CFM) conversation sides collected by

LDC, and another 500 sides by Hong Kong University of Science and Technology (HKUST). For

performance evaluation two data sets were used: The two hour set dev04, also collected by

HKUST contains 48 conversation sides; The one hour long 2003 DARPA Mandarin evaluation

set, eval03, consists of a total of 24 CFM conversation sides. The audio data was manually

segmented for dev04 and automatically segmented for eval03. Like the CTS English systems

described in section 7.1, 52-dimensional PLP features were extracted by appending derivatives

up to the third order, and then normalized using VTLN, mean and variance normalization on a

conversation side basis. This feature vector was projected down to 39 dimensions using one or

more HLDA projections. Then pitch parameters, their first and second derivatives were further

appended, yielding construct a 42-dimensional feature vector. For multiple HLDA systems the

same component assignment scheme described in section 7.1.1 was used. Continuous density,
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mixture of Gaussians, cross-word tonal triphone, gender independent HMM systems were used.

After phonetic decision tree based tying, there were approximately 4000 speech states. Note

that the decision tree was built only using the training data collected by HKUST. For the baseline

system the global HLDA transform was also estimated only using the data from HKUST. There are

16 Gaussian components per state on average. More detailed description of the baseline system

may be found in [35]. Unless otherwise stated ML training were used for training all systems.

All recognition experiments used a 16k word based tri-gram language model for full decoding.

As there is no deterministic word segmentation for the Chinese language, the character error

rate (CER) is used as a performance measurement, rather than WER.

Experiments on a BN English task were also conducted to investigate the performance of

complexity control schemes. A 144 hour training set bnetrain02 was used. It consists of the

BN English data released by the LDC in 1997 and 1998. The 1997 data was annotated by

the LDC to ensure that each segment was acoustically homogeneous, but the 1998 data was

transcribed only at the speaker turn level without distinguishing background conditions [64].

In total, these amounted to approximately 144 hours of usable data. For evaluation, a set of

approximately 2.7 hour of 2003 DARPA RT03 evaluation data, eval03, was used. The audio data

was automatically segmented. A 52 dimensional cepstral acoustic feature was then generated

by appending derivatives up to the third order. Like the previous CTS English experiments in

section 7.1, this was projected down to a 39 dimensional feature vector using one or 65 HLDA

projections. The same component to transform assignment scheme was also used. Continuous

density, mixture of Gaussians, cross-word triphone, gender independent HMM systems were

used. There are approximately 7k speech states after decision tree based state tying, and the

basic system has 16 Gaussian components per state. All recognition experiments used a 59k

word tri-gram language model.

For both tasks training lattices were generated using an ML trained VarMix system with 16

Gaussians per state. A pruned bi-gram language model was also used in generating these lat-

tices. They were further marked with model alignment and kept fixed when using marginalized

discriminative growth functions for complexity control. The same set of experiments conducted

for the CTS English data in section 7.1.3 are investigated. Two complexity attributes of an HLDA

system were optimized: the number of Gaussian components per state, and the number of useful

dimensions per Gaussian. The same configurations for BIC and marginalized MPE GFunc sys-

tems described in section 5.6 and 7.1.1 were also used in the experiments. Again the smoothing

constant C of the MPE growth function was always set to 2.0 and not altered.

7.3.2 Experiments on 72 Hour swmtrain04

Table 7.11 shows the performances of various global HLDA systems after complexity control

for the 72 hour Mandarin training set swmtrain04. Based on the WER the 20 component Fixed

system was used as the starting model for both BIC and GFunc systems. This is marked with a

“?” in the table. For the BIC approach, setting the penalization coefficient ρ = 1.0 gave both the
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lowest WER and a more compact system, compared with the setting of ρ = 0.5. Using this BIC

system a WER reduction of 0.4% was obtained over the 20 componet VarMix baseline on both

test sets. It is also interesting to find that for both the standard (ρ = 1.0), and penalized BIC

(ρ = 0.5) systems, the number of parameters were very similar to that of the starting model,

although the WER improvements were 0.3% and 0.5% for the two test sets respectively over the

20 component Fixed system.

Complexity CER%

Control dev04 eval03

Fixed

16 40.4 52.8

18 40.2 52.0

20 39.9? 51.5?

VarMix

16 39.8 52.5

18 40.1 52.0

20 40.0 51.4

BIC (ρ = 0.5) 19.99 39.6 51.0

BIC (ρ = 1.0) 19.75 39.6 51.0

BIC (ρ = 2.0) 17.22 39.8 51.4

MPE GFunc 18.53 39.7 51.3

Table 7.11 Optimizing #Gauss for global HLDA systems for mandarin dev04 and eval03 on CTS Mandarin

72 hour swmtrain04

Using marginalized MPE growth functions, a system with 18.53 Gaussians per state on aver-

age was selected. This system gave a WER of 39.7% on dev04 and approximately matched the

performance of the best BIC configurations. On eval03 the performance difference between the

best BIC systems and the MPE GFunc system was as big as 0.3%. However, this difference is

expected. As described in section 7.3.1, both the decision tree and HLDA projection were gen-

erated only using the data collected by HKUST. Furthermore, the eval03 set contains purely LDC

CFM data that was not present during decision tree clustering and HLDA estimation. Because

of the big mismatch between the LDC and HKUST data [35], for the eval03 set more complex

system are favored in order to compensate it. This is clearly shown in table 7.11. For example,

increasing the number of components from 18 to 20 for the VarMix system reduced the WER by

0.6% on eval03. In contrast, only a marginal 0.1% improvement was obtained on dev04.

To further explore complexity control schemes on this Mandarin task, the dual complexity

control problem in previous CTS English experiments was investigated. Table 7.12 shows the

CER performances of various multiple HLDA systems after complexity control on both dev04 and

eval03. Like the results shown in table 7.11, increasing the number of components of the VarMix

baselines while fixing the dimensionality significantly reduced the CER by 0.4%-1.0% on eval03.

Smaller CER gains of 0.3%-0.5% on dev04 were also obtained. The best VarMix system was the



CHAPTER 7. EXPERIMENTS ON MODEL COMPLEXITY CONTROL 105

Complexity Control CER%

#Gauss #Dim dev04 eval03

VarMix

16

Fixed

39 39.9 52.3

16 52 40.0 51.7

20 39 39.6 51.3

20 52 39.5† 51.3†

BIC
19.99

BIC
47.03 39.0 51.1

ρ = 0.5 ρ = 0.5

BIC
19.75

BIC
38.98 39.5 51.6

ρ = 1.0 ρ = 1.0

BIC
17.22

BIC
30.23 39.7 52.4

ρ = 2.0 ρ = 2.0

MPE
18.53

MPE
45.20 39.0 50.9

GFunc GFunc

Table 7.12 Optimizing #Gauss and #Dim of 65 transform HLDA systems mandarin dev04 and eval03 on

CTS Mandarin 72 hour swmtrain04

most complex configuration that has 20 component per state and 52 dimensions per Gaussian.

This system is marked with a “†” in the table. Using the same starting model as in table 7.11,

three BIC systems with varying values of ρ and an MPE GFunc system were built. The best BIC

configuration (ρ = 0.5, 19.99 com and 47.03 dim) outperformed the best VarMix baseline by

0.5% on dev04 and 0.2% on eval03. Note the standard BIC system (ρ = 1.0) selected a system

that led to a performance degradation of 0.3% on eval03 compared with the 20 component

VarMix baseline. Again performances of all the VarMix and BIC systems in the table show that

more complex systems are favored for the eval03 data to compensate for the bias toward the

HKUST data. Using marginalized MPE growth functions, a system with 18.53 components per

state and 45.20 dimensions per Gaussian was selected. The GFunc system outperformed all the

manually tuned VarMix and BIC systems in table on both test sets. For example, the gains over

the standard BIC system were 0.5% and 0.7% on dev04 and eval03 respectively.

7.3.3 Experiments on 144 Hour bnetrain02

Table 7.14 shows the performances of global HLDA systems after complexity control on the 144

hour BN English training corpus bnetrain02. In the table marginal gains were obtained from

VarMix over the standard Fixed systems. Increasing the number of components from 16 to 20

for the VarMix systems led to saturated WER performances. Based on the WER performances

the 20 component Fixed system (marked with a “?” in the table) was used as the starting model

for both BIC and MPE GFunc systems. All three BIC systems in the table gave very similar WER.

In common with the previous CTS English experiments in table 7.3, setting the BIC penalization
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coefficient ρ = 0.5 gave the best BIC performance of 15.6% on eval03. However, the selected

system was still quite complex had 19.56 Gaussian components per state on average. The MPE

GFunc system had a more compact model structure with 18.22 Gaussians per state on average.

It gave a WER of 15.7% that approximately matched the performance of the best manually tuned

BIC system (ρ = 0.5) in table 7.13.

Complexity
WER%

Control

Fixed

16 15.9

18 15.9

20 15.7?

VarMix

16 15.8

18 15.8

20 15.7

BIC (ρ = 0.5) 19.56 15.6

BIC (ρ = 1.0) 18.61 15.7

BIC (ρ = 2.0) 16.88 15.7

MPE GFunc 18.22 15.7

Table 7.13 Optimizing #Gauss of global HLDA systems for eval03 on BN English 144 hour bnetrain02

Table 7.14 also allows examination of the problem of dual complexity control for multiple

HLDA systems. The table shows that increasing the number of components or useful dimensions

only gave marginal WER gains. BIC and MPE GFunc systems were built using the same starting

model as in table 7.13. The best BIC configuration (ρ = 2.0) gave a WER of 15.4%. This matched

the performance of the most complex VarMix system (marked with a “†” in the table) but with

much fewer model parameters. It is interesting that different from previous CTS experiments

in section 7.1.1, with this setup increasing the value of the penalization coefficient, ρ, gave the

best BIC performance. This may suggest the BIC criterion requires the penalization coefficient to

be excessively tuned for different forms of parameters and also different tasks. Again the MPE

GFunc approach did not suffer from this limitation on this setup. Using the same configuration

as described in section 7.1.1, the MPE GFunc system had 15.14 components per state and 45.92

dimensions per Gaussian and outperformed all tuned systems in the table. In particular, WER

gains of 0.1%-0.3% were obtained over the three BIC systems.

7.3.4 Discussion

In this section marginalized discriminative growth functions were used for complexity control

on two different LVCSR tasks. The same set of experiments considered in section 7.1.3 for CTS

English data were conducted. For both the BN English and CTS Mandarin tasks, marginalized
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Complexity Control
WER%

#Gauss #Dim

VarMix

16

Fixed

39 15.5

16 52 15.4

20 39 15.3

20 32 15.4†

BIC
19.55

BIC
50.70 15.6

ρ = 0.5 ρ = 0.5

BIC
18.61

BIC
46.38 15.4

ρ = 1.0 ρ = 1.0

BIC
16.88

BIC
35.66 15.4

ρ = 2.0 ρ = 2.0

MPE
18.22

MPE
45.92 15.3

GFunc GFunc

Table 7.14 Optimizing #Gauss and #Dim of 65 transform HLDA systems for eval03 on BN English 144 hour

bnetrain02

MPE growth functions outperformed, or at least approximately matched, the performance of the

best manually tuned system with a minimum complexity. More importantly the same configura-

tions for the MPE GFunc systems in the previous CTS English experiments were also used. No

tuning of any free parameters was required for any of the different tasks considered. This shows

that marginalized discriminative growth functions is a general approach for model selection and

may be useful for a variety of speech recognition tasks.

7.4 Evaluation in 10 Real-time LVCSR System

In most previous experiments complexity controlled systems were evaluated using a standard

single pass Viterbi decoding without speaker adaptation and relatively simple word based tri-

gram language models. In contrast, state-of-the-art LVCSR systems often use multiple pass de-

coding, sophisticated adaptation and large scale language models [23, 64]. To further employ

the complimentary effects between different systems, multiple systems’ recognition outputs may

be combined, using confusion networks (CN) combination [22], or recognizer output voting

error reduction (ROVER) [25]. In this section complexity control using marginalized discrim-

inative growth functions will be investigated in the framework of a state-of-the-art multi-pass

LVCSR system using sophisticated adaptation, large scale language models and CN based system

combination. Under this complex framework, it is possible to obtain a realistic comparison of

how complexity control schemes perform in a state-of-the-art LVCSR system.
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7.4.1 Experimental Conditions

The CTS English data set used for training, fsh2004sub, consists of 400 hours of Fisher conversa-

tions released by the LDC, with a balanced gender and line condition [24]. Quick transcriptions

are provided by BBN, LDC and another commercial transcription service. A 6 hour DARPA RT-03

evaluation set, eval03, was used for performance evaluation. It contains 144 conversation sides

from the LDC Fisher collection, fsh, and Switchboard II phase 5, s25. The baseline model set had

approximately 6k physical states after decision tree based tying. Unless otherwise states, the

number of components per state was tuned as 28 on average level using VarMix for all systems.

All systems were MPE trained.

Segmentation

Normalisation
Adaptation

Adapt

Lattices

Lattice generation

Adapt

Initial transcription

P3a P3x

1−best

CN

Lattice

CNC

Figure 7.10 CU-HTK 10xRT System for CTS English

The CU-HTK 10 real-time multi-pass system was used to evaluate the performance of com-

plexity controlled systems. It uses sophisticated adaptation and CN based system combination.

The overall system structure consists of two main stages: the initial lattice generation stage and

the rescoring stage using multiple model sets. The confusion network outputs from different

rescoring passes were finally combined. This is shown in figure 7.10. More details of the overall

system architecture can be found in [21]. The audio data is parameterized using 13 PLP features

augmented with their first, second and third order derivatives. A 52 dimensional acoustic feature

./pictures/general_10x.eps
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was projected down to 39 dimension using a global HLDA transform. All acoustic models were

built using MPE training. VTLN was used in training and testing. Cepstral mean and variance

normalization were also applied. Continuous density, mixture of Gaussians, cross-word triphone

gender independent HMM systems were used. The two baseline model sets used in the lattice

rescoring stage were a speaker adaptively trained (SAT) model employing constrained MLLR

and an HMM set trained using a Single Pronunciation (SPron) dictionary [53]. These model

sets were adapted using lattice based MLLR in addition to standard adaptation based only on

the 1-best hypothesis. A word-based 4-gram language model was trained on the acoustic tran-

scriptions and additional broadcast news data. The word-based 4-gram was then interpolated

with a class-based tri-gram trained only on the associated acoustic transcriptions. The recogni-

tion dictionaries contain approximately 58k words. Each word had about 1.1 pronunciations on

average level.

7.4.2 10 Real-time System Performances

Table 7.15 shows the baseline performance of the 10 time real-time CTS system. The 2-way

combination between the SAT and SPron systems was the standard configuration used in the

CUED CTS English evaluation system. Significant error rate reduction over individual branches

was achieved after confusions networks combination. The final error rates were 20.5% on eval03.

System
WER%

s25 fsh Avg

P2-cn HLDA 26.6 18.4 22.6

P3a-cn SAT 24.5 17.1 20.9

P3c-cn SPron 24.7 17.6 21.3

P3a+P3c 23.9 16.8 20.5

Table 7.15 10xRT system baseline performances for eval03 on CTS English 400 hour fsh2004sub

Table 7.16 shows the CN decoding and system combination performances of three additional

branches. The global HLDA system used for lattice generation in table 7.15 was also re-adapted

as a rescoring branch. This is denoted by P3b in the table. In the previous experiments of

section 7.1.3 marginalized MPE growth functions were found to always outperform, or at least

match, the performance of BIC. Hence, in the experiments of this section only a 32 components

per state 65 HLDA transform VarMix system was built as a baseline. The number of useful

dimensions was set as 39 for all projections. The same component to transform assignment

scheme as in section 7.1.1 was used. This is denoted by “P3d” in the table. Examining the

single branch CN decoding performances, marginal improvement was obtained from the mul-

tiple HLDA system over the single transform P3b branch. No WER improvement was obtained

if this system is combined with either the standard P3a or P3c branch over the standard two
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System
WER%

s25 fsh Avg

P3b-cn HLDA 24.8 17.7 21.4

P3d-cn MHLDA 24.5 17.8 21.3

P3e-cn GFunc 24.5 17.5 21.1

P3a+P3d 23.8 17.0 20.5

P3c+P3d 23.9 16.8 20.5

P3a+P3e 23.7 16.9 20.4

P3c+P3e 23.8 16.9 20.4

P3a+P3c+P3b 23.9 16.6 20.4

P3a+P3c+P3d 23.5 16.7 20.2

P3a+P3c+P3e 23.6 16.5 20.1

Table 7.16 Extended 10xRT system performances for eval03 on CTS English 400 hour fsh2004sub

way combination in table 7.15. However, a WER reduction of 0.3% was obtained if a three way

combination was performed between the two standard, and the P3d branches. This is expected

as the multiple HLDA systems is structurally very different from the other two standard systems

due to the use of multiple feature spaces. A complexity controlled multiple HLDA system was

also built using marginalized MPE growth functions. The same configurations as described in

section 7.1.1, were used when determining the optimal complexity. The starting model was a

32 components per state standard system. The GFunc system had 29.9 Gaussians per state and

42.6 useful dimensions per Gaussian. In the CN based word posterior decoding stage, the GFunc

system outperformed both VarMix baselines by 0.2%-0.3%. Replacing either of the two standard

branches in CNC combination with the P3e system gave marginal WER reduction. Adding the

GFunc branch yielded the best system combination performance, which is 0.4% better than the

baseline two way combination in table 7.15.

7.4.3 Discussion

In this section complexity control using marginalized discriminative functions was evaluated

under a state-of-the-art 10 real-time LVCSR framework. Discriminative training, large scale lan-

guage models, sophisticated adaptation and system combination were used to obtain the best

WER performance. The gains from complexity controlled systems in terms of single branch per-

formances were relatively smaller compared with previous experiments. Nevertheless marginal-

ized discriminative growth functions was still found useful in combination with systems using

standard complexity control schemes. This complimentary effect may be partly due to the funda-

mental difference between marginalized growth functions and standard techniques, as discussed

in chapter 5. In previous experiments, for instance in figure 7.9 of section 7.1.3.4, such a differ-

ence was clearly reflected in the selected model structure during complexity control.
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7.5 Summary

Experimental results using discriminative growth functions for model complexity control were

presented in this chapter for LVCSR tasks. Two complexity control attributes of an HLDA system,

the number of components per state and the number of useful dimensions per Gaussian were op-

timized. The global level complexity control considered in section 7.1.2 for a CTS task, allowed

explicit construction and evaluation of all possible structural configurations. The correlation be-

tween WER and held-out data likelihood was found to be fairly weak for current ASR systems.

This indicates that standard complexity control techniques under the likelihood framework may

not be appropriate for these tasks. In particular, a limitation of BIC was found when used to si-

multaneously optimize multiple complexity attributes simultaneously. A strong correlation was

observed between the WER and the marginalization of discriminative growth functions. They

are more closely related to the recognition error, rather than likelihood.

In the main part of this chapter the same complexity control problem was considered on a

local level. A series of experiments were conducted on four CTS English training sets of log-

linearly increasing sizes in section 7.1.3. Using the same configurations, marginalized discrim-

inative growth functions will at least select a compact system with approximately the lowest

WER among all tuned systems, and in some cases may yield further gains. More importantly

the same configurations were used throughout these experiments and no tunning of any free

parameters was required. This is a desirable feature of a good complexity control technique. In

addition, a strong correlation between marginalized discriminative growth functions and WER

was observed. This technique was also found to generalize well to other LVCSR tasks. Further-

more, the gains from these growth function systems were found to be largely additive to other

important acoustic modeling techniques including discriminative training and speaker adaption.

In the final part of this chapter, marginalized discriminative growth functions was found to

yield complimentary gains in a state-of-the-art 10 real-time LVCSR system. Therefore, it may

be concluded that marginalized discriminative growth functions is a useful complexity control

technique for current speech recognition systems.



8

Experiments on Discriminative Training of Linear Projections

In this chapter the performance of discriminatively trained linear projection schemes are eval-

uated on three LVCSR tasks. First, experimental results on a CTS transcription task for English

data are presented. Then experimental results are presented for BN English and CTS Mandarin

transcription tasks. These are followed by an investigation of the use of matched lattices for

the discriminative training of multiple projection systems. Finally, both complexity control and

parameter estimation are integrated into a consistent discriminative framework. The complexity

of discriminatively trained model structures is optimized.

8.1 Experiments on CTS English

Discriminative training of linear projection schemes were initially evaluated for CTS English

data. Two training sets, the 76 hour h5etrain03sub and the 297 hour full set h5etrain03, as de-

scribed in section 7.1.1, were used. The 3 hour subset of 2001 development data, dev01sub,

as described in section 7.1.1, was used for performance evaluation. The same component to

transform assignment scheme described in section 7.1.1 was also used for multiple projections.

Note that in all experiments, unless stated otherwise, neither the number of components per

state nor the number of useful dimensions was optimized using any complexity control scheme.

The number of useful HLDA dimensions was set as 39 for all projections. Like the complexity

control experiments in section 7.1, the lattices used for MPE training on both training sets were

generated using the standard 39 dimensional global HLDA systems. They were trained using

the ML criterion and had 12 and 16 Gaussians per state respectively. A pruned bi-gram lan-

guage model was used during decoding. These word lattices were further marked with model

alignment and kept fixed for the MPE training of various systems. This was the “exact match”

approach described in [124]. Four iterations of MPE training were performed after one re more

HLDA transforms were estimated. During the MPE training for all experiments the smoothing

constant is set E = 2.0, and the I-smoothing constant τ I = 50. The variance flooring described

in section 6.4.1 was used. HLDA transforms may be updated in multiple iterations of MPE train-

ing. However, due to the intensive memory storage requirement for full covariance statistics

112
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during the transform estimation, the projections are updated only once and then fixed during

subsequent MPE training of standard HMM parameters. Other details of the baseline systems

were the same as in section 7.1.1.

8.1.1 Experiments on 76 Hour h5etrain03sub

Projection
#Trans #Dim

WER%

Schemes MLE MPE

HLDA
1

39
36.1 33.1

65 35.5 32.7

MPE-HLDA
1

39
- 33.0

65 - 32.4

Table 8.1 Performances of HLDA systems for dev01sub on CTS English 76 hour h5etrain03sub

Table 8.1 shows the performances of standard HLDA systems. The WER performances of

linear projections that were optimized using the MPE criterion are also shown in the table.

These are denoted by “MPE-HLDA” in the table. As discussed in section 6.3.1, the discriminative

update of HLDA transforms requires the re-estimation of the Gaussian means and covariances

using the EBW algorithm. Hence it is only fair to compare the performances of discriminatively

trained projections with the ML baselines after MPE training of other HMM parameters. In

the table the MPE-HLDA system outperformed the baseline HLDA system with a marginal WER

improvement when using a global HLDA projection. Similarly, when using 65 HLDA transforms

a marginal WER reduction of 0.3% was obtained from the MPE-HLDA system over the baseline

multiple HLDA system. Compared to the baseline global HLDA system, the multiple transform

MPE-HLDA system gave a total WER reduction of 0.7% absolute.

8.1.2 Experiments on 297 Hour h5etrain03

Projection
#Trans #Dim

WER%

Schemes MLE MPE

HLDA
1

39
34.9 30.9

65 34.2 30.3

MPE-HLDA
1

39
- 30.5

65 - 30.3

Table 8.2 Performances of HLDA systems for dev01sub on CTS English 297 hour h5etrain03

To further evaluate the performances of discriminatively trained linear projection schemes,

a set of experiments similar to table 8.1 were conducted on the 297 hour full set h5etrain03.
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In table 8.2 the global MPE-HLDA system outperforms the comparable HLDA baseline system

by 0.4% absolute. Using 65 transforms, an absolute WER reduction of 0.6% was obtained over

the global HLDA baseline. Unfortunately there is no performance difference between the two

multiple transform systems. One possible reason may be that using the same set of lattices for

the MPE training of all systems is inappropriate as the differences among systems are big. The

mismatch between lattices and systems will increase as the model structural configurations, for

instance the number of projections, and the underlying training criterion vary. This mismatch is

further investigated in later sections.

8.2 Experiments on BN English

Experiments on a BN task were also conducted to investigate the performance of discriminative

projections. The 144 hour training set bnetrain02, and the 2.7 hour of 2003 DARPA RT03 evalu-

ation data, eval03, as described in section 7.3.1, were used in training and testing. All the other

experimental conditions remained the same.

Projection
#Trans #Dim

WER%

Schemes MLE MPE

HLDA
1

39
15.9 14.1

65 15.5 14.0

MPE-HLDA
1

39
- 13.9

65 - 13.8

Table 8.3 Performances of HLDA systems for eval03 on BN English on 144 hour bnetrain02

Table 8.3 shows the performances of various HLDA systems on the 144 hour BN set bne-

train02. For both global and multiple HLDA systems, optimizing the transform parameters using

the MPE criterion yield marginal 0.2% WER improvement. A total WER reduction of 0.3% is

obtained over the global HLDA baseline system after four iterations of MPE training. Note that

the gain from the multiple HLDA baseline system is greatly reduced from 0.5% to 0.1% after

MPE training. Similar to the CTS English experiments in table 8.2, there may be a mismatch

between the multiple HLDA systems and the the lattices generated by a system using a global

projection.

8.3 Experiments on CTS Mandarin

To further investigate the performances of MPE-HLDA systems, experiments on a CTS Mandarin

task were conducted. The 72 hour training set swmtrain94, as described in section 7.3.1, was

used in training. The the two test data sets, dev04 and eval03, were also used. Note that the

16 components per state VarMix system was used as the baseline system for this setup. As



CHAPTER 8. EXPERIMENTS ON DISCRIMINATIVE TRAINING OF LINEAR PROJECTIONS 115

discussed in section 7.3.1, the parameters of the HLDA projections were only estimated using 52

dimensional PLP features. Pitch parameters were then appended to the projected feature vector.

These parameters present one issue for the MPE-HLDA systems. The pitch parameters need to

be appropriately initialized after the projections are estimated and before the subsequent MPE

update of Gaussian parameters. The approach used here is to take the pitch parameters from

the global HLDA ML baseline system and to then append them to the MPE-HLDA systems. Other

experimental conditions remain the same as in section 7.3.1. Table 8.4 shows the performances

of various HLDA systems. For the ML baselines increasing the number of transforms actually

led to marginal performance degradation. For the two systems using a global projection, the

MPE-HLDA system outperformed the ML baseline by 0.3% on eval03 although the same WER

was obtained on dev04. Comparing the two multiple HLDA systems, significant WER gains from

the MPE-HLDA system were obtained, 0.7% on dev04 and 1.0% on eval03. Similarly, significant

gains over the baseline global HLDA system were 0.5% on dev04 and 0.8% on eval03 respectively.

Projection
#Trans #Dim

dev04 eval03

Schemes MLE MPE MLE MPE

HLDA
1

39
39.8 36.2 52.5 47.9

65 39.9 36.4 52.3 48.1

MPE-HLDA
1

39
- 36.2 - 47.6

65 - 35.7 - 47.1

Table 8.4 Performances of HLDA systems for dev04 and eval03 of Mandarin Chinese on 76 hour swmtrain04

8.4 Experiments on Using Matched Lattices

In all previous experiments word lattices were generated only once using a global HLDA base-

line system. These lattices were further marked with model alignment and kept fixed for MPE

training of various systems. One important issue with this “exact match” approach is whether it

is appropriate to use the same set of lattices for training systems that are very different from the

one used to generate them. As discussed in section 6.4.3, ideally individual models should be

used to generate the matched lattices for MPE training. Using multiple projections a significant

structural difference to a standard global HLDA system is introduced. Furthermore, optimizing

the HLDA transform parameters in a discriminative fashion, instead of using the ML criterion,

also has a similar impact. Hence, the word level confusion and model alignment given by a

ML trained global HLDA system may no longer be appropriate for MPE-HLDA systems. In this

section this issue is investigated by using the matched lattices for MPE training of various HLDA

systems. The lattices were either completely re-generated via full decoding of the training data,

or only re-marked with model alignment using matched systems.
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8.4.1 Experiments on 76 Hour h5etrain03sub

On the 76 hour CTS English training set h5etrain03sub, matched lattices were generated by

completely re-decoding the training data using the matched acoustic models for the multiple

HLDA baseline and the two MPE-HLDA systems in table 8.1 respectively. Matched lattices were

then used for the subsequent MPE training of each system while fixing the HLDA projections.

Note a different decoder, rather than the one used for training lattices generation in all previous

experiments, was used to re-decode the training data.

Projection
#Trans #Dim

WER%

Schemes MLE MPE

HLDA
1

39
36.1 33.3

65 35.5 32.7

MPE-HLDA
1

39
- 32.8

65 - 32.3

Table 8.5 Performances of HLDA systems for dev01sub on CTS English 76 hour h5etrain03sub using matched

word lattices

The lattices are found on average smaller than those used for experiments in table 8.1, by

approximately 20% in terms of the number of lattice nodes. This may have led to the marginal

performance degradation of the global HLDA baseline system in table 8.5. However, this still

allows the effect of using matched lattices to be investigated. In the table it is shown that us-

ing completely matched training lattices, the WER gain from using MPE-HLDA projections was

increased, compared to table 8.1. After four iterations of MPE training, 0.5% absolute WER

reduction was obtained from the global transform MPE-HLDA system over the ML single trans-

form baseline. The 65 transform MPE-HLDA system also outperformed the multiple transform

ML baseline by 0.4% absolute, and the global HLDA baseline by 1.0% absolute in total.

8.4.2 Experiments on 144 Hour bnetrain02

Re-decoding the training data to obtain matched lattices is highly expensive for LVCSR systems.

In order to reduce the computational cost, in this section only the model alignment was re-

generated using matched acoustic models. It is therefore assumed that the word level confusion

is used for multiple model sets. In this section on the 144 hour BN English training set bnetrain02,

matched lattices were generated by re-model marking the same set of word lattices using the

multiple HLDA baseline, and the two MPE-HLDA systems in table 8.3 respectively. As in the

previous experiments, the same HLDA transforms in table 8.3 were used and kept fixed during

the MPE update of standard HMM parameters. Table 8.6 shows the performances of various

HLDA systems on eval03, after four iterations of MPE training using lattices with matched model

alignment. Compared with previous results in table 8.3, where a single set of lattices was used

for all systems, there was marginal improvement from both the multiple HLDA baseline and
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the global transform MPE-HLDA systems. Unfortunately, no performance improvement was

obtained from the multiple transform MPE-HLDA system over the comparable multiple HLDA

baseline.

Projection
#Trans #Dim

WER%

Schemes MLE MPE

HLDA
1

39
15.9 14.1

65 15.5 13.9

MPE-HLDA
1

39
- 13.8

65 - 13.8

Table 8.6 Performances of HLDA systems for eval03 on BN English 144 hour bnetrain02 using matched phone

lattices

8.4.3 Discussion

In this section matched lattices were used for the subsequent MPE training of standard HMM

parameters after linear projections were estimated. Marginal performance improvements were

obtained on a CTS English transcription task by completely re-decoding the training data. To

reduce the computational cost, for the BN English data the same set of word lattices were re-

marked with model alignment using the matched acoustic models. Unfortunately, no significant

WER reduction was obtained by only re-generating the model alignment. Re-generating the

training data lattices can be very expensive for LVCSR systems. Given the small performance im-

provements observed, the mismatch between systems and the lattices may be ignored in practice

for discriminative training of linear projections.

8.5 Integrated Model Complexity and Parameter Optimization

The complexity control systems considered in chapter 7 were trained using the ML criterion

whilst discriminative statistics were used to select the optimal structural configuration. In con-

trast all the experiments in this chapter so far only considered discriminative training of HLDA

systems while the model complexity was not controlled. As discussed in section 6.4.4, it is

interesting to integrate both model selection and parameter estimation into a consistent dis-

criminative learning process. When selecting the number of Gaussian components per state, for

instance, Gaussian parameters will be considered to be discriminatively estimated for each can-

didate model structure. Similarly, when selecting the number of useful dimensions for multiple

HLDA systems, the HLDA transforms and other model parameters will also be considered to be

discriminatively updated. In this section two sets of experiments are conducted on the 46 hour

CTS English corpus minitrain04 and the 76 hour set h5etrain03sub, as described in section 7.1.1.
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8.5.1 Optimizing the Number of Gaussians

Table 8.7 shows the performances of two global HLDA systems after complexity control and MPE

training on the 46 hour CTS training set minitrain04. The first system is the 20 component Fixed

baseline in table 7.3 on this setup. The number of components per state was not optimized for

this system and there was no merging of Gaussian components. After four iterations of MPE

training, the WER was reduced to 34.6%. The second was the GFunc system in table 7.3. Its

complexity was determined by considering the parameters to be ML trained during and after

complexity control. As discussed in section 5.6.1, the parameters of the merged components

are estimated in a standard ML fashion. The combined sufficient ML statistics derived from the

merging operation were used to estimate the means and covariances of the merged components.

Four iterations of MPE training were performed on top of the final MLE model and the WER was

reduced to 34.3%. In contrast, for the second GFunc system the selection of complexity and

Complexity Parameter Estimation
#Gauss

WER%

Control for Merged Components MLE MPE

Fixed - 20 37.5 34.6

MPE GFunc MLE 18.34 37.2 34.3

MPE GFunc MPE 18.23 - 34.3

Table 8.7 Integrated complexity control and parameter estimation for global HLDA systems for dev01sub on

CTS English 46 hour minitrain04

the parameters update were both discriminative during model selection. Parameters of merged

Gaussian components were considered to be MPE updated when determining the number of

components for each state. The combined sufficient MPE statistics derived from the merging

operation were used for this purpose. Like the baseline GFunc system in the table, a total of

four iterations of complexity control were performed using marginalized MPE growth functions.

Between iterations model parameters were updated using one iteration of standard MPE train-

ing. Other configurations were the same as the MPE GFunc system in table 7.3. Unfortunately,

there was no performance improvement by consistently optimizing both the complexity and pa-

rameters using a discriminative measure, though the same complexity control gain of 0.3% was

obtained over the Fixed baseline after MPE training. In addition, the two GFunc systems selected

approximately the same number of components per state.

8.5.2 Optimizing the Number of Dimensions

To further investigate the integration of complexity control and parameter estimation, exper-

iments were also conducted on the 76 hour set CTS English h5etrain03sub for multiple HLDA

systems. Table 8.8 shows the WER performances of four multiple HLDA systems on dev01sub

using the 76 hour h5etrain03sub. The first two Fixed systems are the multiple transform HLDA

and MPE-HLDA systems in table 8.1. For neither system was the number of useful dimensions
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Complexity HLDA Estimation during HLDA Estimation after
#Dim

WER%

Control Complexity Control Complexity Control MLE MPE

Fixed - MLE 39 35.5 32.7

Fixed - MPE 39 - 32.4

MPE GFunc MLE MLE 35.16 35.0 32.3

MPE GFunc MPE MPE 38.29 - 32.4

Table 8.8 Integrated complexity control and parameter estimation for 65 transform HLDA systems for

dev01sub on CTS English 76 hour h5etrain03sub

controlled. The third baseline system is a comparable MPE GFunc system on the 76 hour cor-

pus. During and after complexity control, its model parameters, including projections, were

considered to be ML trained. After MLE training, four additional iterations of MPE training were

performed while the ML trained HLDA projections were fixed. In contrast the second GFunc

system table had an integrated complexity and parameter optimization. During and after com-

plexity control, all model parameters, including the HLDA projections, were discriminatively

estimated. Other experimental conditions remained the same as the baseline GFunc system. Un-

fortunately, this system gave slight performance degradation compared with the baseline GFunc

system after MPE training. Furthermore, the two systems had rather similar complexity.

8.5.3 Discussion

In this section a consistent discriminative optimization of model complexity and model param-

eters was investigated on CTS tasks. Initial experimental results show that there is no clear

advantage in constraining the parameter estimation to be discriminative during model selection

using marginalized discriminative growth functions. This may indicate that the two distinct

stages of model building, complexity control and parameter estimation, are independent of one

another for current speech recognition systems.

8.6 Summary

In this chapter experimental results of discriminative training of linear projection schemes were

presented on three LVCSR tasks. Performance improvements were obtained over standard sys-

tems that use ML trained projections. The use of matched lattices for the subsequent discrim-

inative training, after linear projections were estimated, was also investigated. Marginal WER

gains were obtained by completely re-decoding the training data using matched acoustic mod-

els. Finally, a consistent discriminative optimization of model complexity and parameters was

evaluated. It was found that model selection and parameter estimation may be independent

of one another for current speech recognition systems. Initial experimental results showed no

advantage in constraining the criteria for model selection and parameter estimation to be of the
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same discriminative nature during complexity control.



9

Conclusion and Future Work

In this thesis the automatic complexity control and feature selection problems for HMM based

recognition systems are investigated. First, a novel discriminative complexity control framework

was proposed. Under this general framework, model selection is based on the marginalization

of a discriminative measure. This should be more explicitly related to the recognition error

rate than standard likelihood based criteria. Efficient approximation schemes were proposed

to make the marginalization more tractable for HMMs. Second, the discriminative training of

linear projections was investigated. These projections should yield a compact feature represen-

tation with improved discriminative power compared with the standard maximum likelihood

approach. Finally, the performances of discriminative complexity control and linear projections

were evaluated on a wide range of LVCSR tasks. In this chapter, a more detailed summary of the

thesis is presented. Some possible directions for future research are also discussed.

9.1 Review of Work

The theory of model complexity control using the marginalization of a discriminative measure

was presented in chapter 5. Most of the standard standard model selection techniques discussed

in chapter 3 reply on an inherent assumption that the classification error is strongly correlated

with the likelihood on unseen data. Hence increasing the likelihood on the unseen date, or

equivalently the marginal likelihood on the observed data, should decrease the error rate. How-

ever, this strong assumption is not true for current speech recognition systems using HMMs,

as discussed in section 3.6. This is due to the incorrect modeling assumptions about speech

signals in these systems. As this correlation is weakened, the predicted performance ranking

based on the likelihood will be increasingly poor. This is the rationale behind the discriminative

complexity control framework proposed in this thesis. Since the ultimate aim of model com-

plexity control for speech recognition is to minimize the recognition error rate on unseen data,

it is more appropriate to marginalize a criterion that is more explicitly related to the error rate.

Discriminative criteria are natural choices for this purpose. They are more directly related to

recognition error rate than likelihood.
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However, due to the sensitivity to outliers, a direct marginalization of these discriminative

criteria may be inappropriate for complexity control. For instance, sentences with very low pos-

teriors are heavily weighted for the MMI criterion. The performance ranking prediction may be

distorted due to the presence of these outliers. To handle this problem, the proposed method

is based on the marginalization of a discriminative growth function. It maintains some of the

attributes of the original discriminative criterion and is less sensitive to outliers. The marginal-

ization of this growth function is used to determine the appropriate model complexity. This

discriminative framework for complexity control is a very different approach to the standard

likelihood based schemes discussed in chapter 3. Bayesian model selection techniques are based

on the marginalization of the training data likelihood, or the evidence. In contrast the discrim-

inative model selection method proposed in this thesis is based on a “discriminative evidence”

that directly measures the discriminative power of model structures. In section 5.3 a general

form of growth function was introduced. Then two forms of discriminative growth functions

were proposed for the MPE and MMI criteria in sections 5.4 and 5.5 respectively. To make the

marginalization of the two growth functions more tractable, an EM-like approach was used to to

yield a lower bound approximation. This lower bound was then marginalized efficiently using

Laplace’s approximation for complexity control. Finally, in section 5.6 some important imple-

mentation issues were discussed to make the marginalization of discriminative growth functions

more efficiently for complexity control. In particular, detailed implementation issues for systems

using HLDA style linear projections were discussed.

The discriminative training algorithms for linear projections were presented in chapter 6.

An important aspect of a speech recognition problem is to derive a good, and compact, feature

representation. This should contain sufficient discriminant information to minimize the classifi-

cation error. One commonly used type of techniques is the linear projection schemes discussed

in section 2.4. When using these schemes, the projections are normally trained using the ML

criterion. As discussed in sections 4.1 and 6.1, there are incorrect modeling assumptions about

speech signals in current HMM based ASR systems. For these systems merely increasing the like-

lihood on unseen or observed data does not necessarily improve the recognition performance.

Hence, in addition to the discriminative control of subspace dimensions, it is also preferable

to employ discriminative criteria to estimate linear projections. These criteria are more closely

related to the recognition error rate than likelihood. This is the motivation of developing dis-

criminative training schemes for linear projection schemes.

Unfortunately, the existing discriminative training algorithms may not be appropriate to

use for linear projections: the EBW algorithm can only be used to optimize standard forms of

HMM parameters; gradient descent base numerical techniques are inefficient for LVCSR train-

ing and have difficulty guaranteeing convergence in practice. The recently introduced weak-

sense auxiliary function approach provides a flexible and intuitive derivation of the EBW algo-

rithm [91, 89, 93]. This method may also be used to efficiently optimize a variety of forms of

model parameters including linear projections. In sections 6.3.1 and 6.3.2 a weak-sense auxiliary

function was further used for the discriminative estimation of linear projections, as examples of
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non-standard form of model parameters. Finally, in section 6.4 some implementation issues for

the the discriminative estimation of linear projections were discussed. In particular, a consistent

discriminative optimization of both model complexity and parameters was discussed by bridging

the research in chapter 5 and chapter 6.

Experimental results on complexity control using marginalized discriminative growth func-

tions were presented in chapter 7. As discussed, the key motivation of using the marginalization

of a discriminative measure is that this method is more strongly correlated with the recogni-

tion error rate than likelihood. This correlation was initially investigated for the optimization

of two complexity attributes of an HLDA system trained using the ML criterion. The number of

components and number of useful dimensions were controlled globally on an LVCSR task in sec-

tion 7.1.2. This allowed all possible systems to be explicitly built and evaluated to examine the

correlation between WER and complexity control criteria. The correlation between the WER and

the likelihood on unseen data was found to be fairly week for current HMM based ASR systems.

A limitation of BIC was also found when optimizing multiple complexity attributes simultane-

ously. This is because the BIC approximation may become increasingly poor as the amount of

observed data decreases. Furthermore, the differences in the form of model parameters is not

considered by BIC. In the experiments the issues with a direct use of discriminative criteria was

also clearly shown. The MMI criterion, for instance, was heavily influenced by outliers sentences

with very low posteriors and led to a poor selection of model complexity.

To further investigate model selection using marginalized discriminative growth functions,

the same two complexity attributes of HLDA systems were optimized on a local level for a wide

range of LVCSR tasks. Experimental results on four CTS English training setups were presented

in section 7.1.3. Across different training data sets, if not giving further gains over the best man-

ually tuned system, the marginalized MPE growth function will at least select a compact system

with approximately the lowest WER among all tuned systems. Furthermore, the same configu-

rations described in section 5.6 were used throughout these experiments and no tunning of any

free parameters was required. A strong correlation between marginalized discriminative growth

functions and WER was observed in the experiments. These are desirable features of a good com-

plexity control technique. Using marginalized MPE growth functions compact models tend to be

selected. This is particularly useful for discriminative training techniques, as good generalization

to unseen data is preferred. Hence, in section 7.2 the gains from these growth function systems

were also found most additive to discriminative training, and furthermore, MLLR based speaker

adaption. In section 7.3, complexity control using marginalized discriminative growth functions

was also found to generalize well to other LVCSR tasks. Finally, in section 7.4 complexity con-

trol using marginalized discriminative growth functions was evaluated in a state-of-the-art 10

real-time LVCSR system. WER gains were obtained in both adaptation and system combination

stages. Therefore, it may be concluded that marginalized discriminative growth functions is a

general form of complexity control technique and may be useful for current speech recognition

systems.

Experimental results for the discriminative training of linear projection schemes were pre-
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sented in chapter 8. HLDA projections estimated using the MPE criterion were evaluated on

three LVCSR tasks. Across different training sets and tasks, performance improvements were

obtained over the baseline systems using the ML trained projections. Then the use of matched

lattices for the subsequent discriminative training of standard HMM parameters after estimating

linear projections was investigated. Unfortunately, only small WER gains were obtained by us-

ing matched lattices. Considering the trade-off between the computational cost and the relative

performance improvement, the mismatch between systems and lattices may be ignored for lin-

ear projection schemes in practice. Finally, a consistently discriminative optimization of model

complexity and parameters discussed in section 6.4.4 was evaluated. Initial experimental re-

sults showed no clear advantage in constraining the criteria for model selection and parameter

estimation to be of the same discriminative nature during complexity control. This may indi-

cate that model selection and parameter estimation may be fairly independent of one another

for current speech recognition systems. In summary, it may be concluded that discriminatively

estimated linear projection schemes are useful to improve the performances of current speech

recognition systems.

9.2 Future Work

There are several aspects of the work presented in this thesis may require further investigation,

either in terms of different application domains, or modifications to the existing approaches.

These are summarized as below:

• Marginalized discriminative growth functions is a general form of model complexity con-

trol technique. In this thesis complexity attributes of HLDA systems were optimized. It

would be interesting to further apply this technique to control the complexity of other

forms of acoustic models, such as the dimensionality of the state space of factor ana-

lyzed HMMs [98], or the number of inverse covariance experts in precision matrix model-

ing [108].

• The discriminative growth functions investigated in this thesis are related to the MPE and

MMI criteria. For other pattern classification tasks, alternative forms of error rate measure-

ment, rather than word or sentence level error rate, may be required. In these cases, the

marginalized discriminative growth functions based approach may also be used, as long

as an appropriate form of growth function is selected for the underlying criterion. Again

the growth function selected should still have reduced sensitivity to outliers and be in a

relatively tractable form. This provides a flexible framework for model complexity control

whichever cost function is used.

• Laplace’s approximation was used to compute the marginalization of discriminative growth

functions in this thesis. However, this only gives a second order expansion of the growth

function integral. Hence, it would be preferable to explore other approximation schemes

to incorporate more information from ignored higher order terms.
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• Integrating model selection and parameter estimation under a discriminative framework

was initially investigated for HLDA systems in this thesis. As this consistent discriminative

learning process is a very different approach from ML, or Bayesian, learning, it may be

interesting to further explore the advantage of this integration for other forms of statistical

models and applications.



A

Derivations of MPE Growth Functions

This appendix details the derivation of the MPE growth function lower bound. The derivation

starts from the MPE growth function given in equation 5.6. Finally, the lower bound in equa-

tion 5.9, the MPE auxiliary function in equation 5.10 and the statistics in equation 5.11 are

derived. Following the definition of the MPE criterion in equation 4.6, the growth function in

equation 5.6 may be re-written as

G(λ) =
∑

W̃

p(O, W̃|λ)A(W̃,W) −Fmpe(λ̃)p(O|λ)

+C
∑

W̃

A(W̃,W)<Fmpe(λ̃)

p(O, W̃|λ)
[

Fmpe(λ̃) −A(W̃,W)
]

(A.1)

An important aspect of the growth function is its expansion, G(ψ, λ), over hidden variable se-

quences, {ψ}. Following equation A.1 above, this is given by

G(ψ, λ) =
∑

W̃

p(O,ψ, W̃|λ)A(W̃,W) −Fmpe(λ̃)p(O,ψ|λ)

+C
∑

W̃

A(W̃,W)<Fmpe(λ̃)

p(O,ψ, W̃|λ)
[

Fmpe(λ̃) −A(W̃,W)
]

(A.2)

All the following derivations are based on various forms of the expansion in equation A.2. To

make the growth function marginalization more efficient, a lower bound on G(λ) may be derived

using an EM-like approach via Jensen’s inequality. In a similar fashion to the log-likelihood

bound in equation 2.5, a distribution over the hidden state sequences, P(ψ, λ̃), is required. The

lower bound is given by

log G(λ) = log
∑

ψ

P(ψ, λ̃)
G(ψ, λ)

P(ψ, λ̃)

≥
∑

ψ

P(ψ, λ̃) log
G(ψ, λ)

P(ψ, λ̃)

= Lmpe(λ, λ̃) (A.3)
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In order to make the above bound valid, the hidden variable sequence “posterior” distribution

P(ψ, λ̃) must satisfy the non-negative and sum-to-one constraint. The form of posterior consid-

ered here is

P(ψ, λ̃) =
G(ψ, λ̃)

∑

ψ G(ψ, λ̃)
(A.4)

Note that P(ψ, λ̃) is not the true hidden state sequence posterior as used in the standard EM

algorithm for ML training. Nevertheless it may still be related to a term, γ
mpe

ψ
(O), which may be

viewed as the MPE hidden state sequence “occupancy”. Following equation A.2, this is given by,

G(ψ, λ̃) = p(O|λ̃)γ
mpe

ψ
(O) (A.5)

and

γ
mpe

ψ
(O) =

∑

W̃

P (ψ, W̃|O, λ̃)A(W̃,W) −Fmpe(λ̃)P (ψ|O, λ̃)

+C
∑

W̃

A(W̃,W)<Fmpe(λ̃)

P (ψ, W̃|O, λ̃)
[

Fmpe(λ̃) −A(W̃,W)
]

(A.6)

When C is sufficiently large the non-negative and sum-to-one constraint will hold for P(ψ, λ̃).

In order to derive the growth function lower bound in equation 5.9 by further re-arranging

equation A.3, another form of G(ψ, λ), given in equation A.2, is required. This is given by

G(ψ, λ) = p(O,ψ|λ)







∑

W̃

P (W̃|ψ)A(W̃,W) −Fmpe(λ̃)

+C
∑

W̃

A(W̃,W)<Fmpe(λ̃)

P (W̃|ψ)
[

Fmpe(λ̃) −A(W̃,W)
]















(A.7)

because for HMMs given the state sequence, the likelihood of observations are independent of

the words.

p(O,ψ, W̃|λ) = p(O,ψ|λ)P (W̃|ψ) (A.8)

Now following equations A.4, A.5, and A.7, the lower bound in A.3 may be re-arranged as

Lmpe(λ, λ̃) = log G(λ̃) +
∑

ψ

γ
mpe

ψ
(O)

∑

ψ γ
mpe

ψ
(O)

log p(O,ψ|λ)

−
∑

ψ

γ
mpe

ψ
(O)

∑

ψ γ
mpe

ψ
(O)

log p(O,ψ|λ̃) (A.9)

and the only term associated with model parameters, λ, is given by

∑

ψ

γ
mpe

ψ
(O) log p(O,ψ|λ) =

∑

ψ

γ
mpe

ψ
(O) log p(O|ψ, λ) +

∑

ψ

γ
mpe

ψ
(O) log P (ψ|λ)
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For the complexity control problem considered in this work, the state transition probabilities and

Gaussian component priors are kept fixed. Hence the term related to the hidden state sequence

priors in equation A.9,
∑

ψ γ
mpe

ψ
(O) log P (ψ|λ) may be canceled out by

∑

ψ γ
mpe

ψ
(O) log P (ψ|λ̃).

Now the only term related to model parameters, λ, in equation A.9 is
∑

ψ γ
mpe

ψ
(O) log p(O|ψ, λ).

For HMMs, rather than using the state sequence posteriors, the hidden state occupancies are

normally used. The aim is to to re-express the hidden state sequence posteriors, γ
mpe

ψ
(O), given

in equation A.6, as the state occupancies given in equation 5.11. To do so γ
mpe

ψ
(O) needs to be

re-written using the MPE word sequence occupancy defined in equation 4.22. This is given by 1

γ
mpe

ψ
(O) =

∑

W̃,γ
mpe

W̃
≥0

P (ψ|O, W̃, λ̃)γ
mpe

W̃
+

∑

W̃,γ
mpe

W̃
<0

P (ψ|O, W̃, λ̃)γ
mpe

W̃

−C
∑

W̃,γ
mpe

W̃
<0

P (ψ|O, W̃, λ̃)γ
mpe

W̃
. (A.10)

When considering HMMs by summing over all the sequences passing through the same state for

each time instance, the MPE statistics, γ
mpe

j (τ), in equation 5.11 may be derived. Now the only

term related to model parameters in equation A.9,
∑

ψ γ
mpe

ψ
(O) log p(O|ψ, λ), may be re-written

as

∑

ψ

γ
mpe

ψ
(O) log p(O|ψ, λ) =

∑

j,τ

γ
mpe

j (τ) log p(oτ |ψτ = Sj , λ).

This gives the MPE auxiliary function, Qmpe(λ, λ̃), in equation 5.10. Finally, given this form of

Qmpe(λ, λ̃) the growth function lower bound in equation A.9 may be re-written as in equation 5.9.

1Note the binary partition of all possible word sequences with respect to the sign of γ
mpe

W̃
was also used in the

standard form of MPE statistics of equation 5.13 as proposed in [93] for discriminative training.
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Derivations of MMI Growth Functions

This appendix details the derivation of the MMI growth function lower bound. The derivation

starts from the MMI growth function given in equation 5.15. The lower bound in equation 5.17,

the MMI auxiliary function in equation 5.18 and the statistics in equation 5.19 are finally de-

rived. Following the definition of the MMI criterion in equation 4.1, the growth function in

equation 5.15 may be re-written as

G(λ) = p(O|λ)
[

P (W|O, λ) − P (W|O, λ̃) + CP (W|O, λ̃)
]

(B.1)

An important aspect of the growth function is its expansion, G(ψ, λ), over hidden variable se-

quences, {ψ}. Following equation B.1 above, this is given by

G(ψ, λ) = p(O,ψ,W|λ) − P (W|O, λ̃)p(O,ψ|λ) + CP (W|O, λ̃)p(O,ψ|λ) (B.2)

All the following derivations are based on various forms of the expansion in equation B.2. To

make the growth function marginalization more efficient, a lower bound of G(λ) may be derived

using an EM like approach via Jensen’s’ inequality. In a similar fashion to the log-likelihood lower

bound in equation 2.5, a distribution over the hidden state sequences, P(ψ, λ̃), is required. The

lower bound is given by

log G(λ) = log
∑

ψ

P(ψ, λ̃)
G(ψ, λ)

P(ψ, λ̃)

≥
∑

ψ

P(ψ, λ̃) log
G(ψ, λ)

P(ψ, λ̃)

= Lmpe(λ, λ̃) (B.3)

In order to make the above bound valid, the hidden variable sequence “posterior” distribution

P(ψ, λ̃) must satisfy the non-negative and sum-to-one constraint. The form of posterior consid-

ered here is

P(ψ, λ̃) =
G(ψ, λ̃)

∑

ψ G(ψ, λ̃)
(B.4)
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Note that P(ψ, λ̃) is not the true hidden state sequence posterior as used in the standard EM

algorithm for ML training. Nevertheless it may still be related to a term, γmmi

ψ
(O), which may be

viewed as the MMI hidden state sequence “occupancy”. Following equation B.2, this is given by

G(ψ, λ̃) = p(O,W|λ̃)γmmi

ψ (O) (B.5)

and

γmmi

ψ (O) = P (ψ|O,W, λ̃) − P (ψ|O, λ̃) + CP (ψ|O, λ̃). (B.6)

When C is large enough the non-negative and sum-to-one constraint will hold for P(ψ, λ̃). To

further re-arrange the lower bound in equation B.3, another form of G(ψ, λ), given in equa-

tion B.2, is required. This is given by

G(ψ, λ) = p(O,ψ|λ)
[

P (W|ψ) − P (W|O, λ̃) + CP (W|O, λ̃)
]

(B.7)

because for HMMs given the state sequence, the likelihood of observations are independent of

the words sequences as given in equation A.8. Now, following equations B.4, B.5, and B.7, the

lower bound in B.3 may be re-arranged as

Lmmi(λ, λ̃) = log G(λ̃) +
∑

ψ

γmmi

ψ
(O)

∑

ψ γmmi

ψ
(O)

log p(O,ψ|λ)

−
∑

ψ

γmmi

ψ
(O)

∑

ψ γmmi

ψ
(O)

log p(O,ψ|λ̃) (B.8)

and the only term associated with model parameters, λ, is given by

∑

ψ

γmmi

ψ (O) log p(O,ψ|λ) =
∑

ψ

γmmi

ψ (O) log p(O|ψ, λ) +
∑

ψ

γmmi

ψ (O) log P (ψ|λ)

For the complexity control problem considered in this work, the state transition probabilities and

Gaussian component priors are kept fixed. Hence the term related to the hidden state sequence

priors in equation B.8,
∑

ψ γmmi

ψ
(O) log P (ψ|λ) may be canceled out by

∑

ψ γmmi

ψ
(O) log P (ψ|λ̃).

Now the only term related to model parameters, λ, in equation B.8 is
∑

ψ γmmi

ψ
(O) log p(O|ψ, λ).

For HMMs, rather than using the state sequence posteriors, the hidden state occupancies are

normally used. The aim is to to re-express the hidden state sequence posteriors, γmmi

ψ
(O), given

in equation B.6, as the state occupancies, γmmi
j (τ), given in equation 5.19. For HMMs, by sum-

ming over all the sequences passing through the same state for each time instance, the MMI

statistics, γmmi
j (τ), in equation 5.19 may be derived. The only term related to model parameters

in equation B.8,
∑

ψ γmmi

ψ
(O) log p(O|ψ, λ), may also be re-written as

∑

ψ

γmmi

ψ (O) log p(O|ψ, λ) =
∑

j,τ

γmmi
j (τ) log p(oτ |ψτ = Sj , λ).

This is the MMI auxiliary function, Qmmi(λ, λ̃), in equation 5.18. Finally, given this form of

Qmmi(λ, λ̃) the growth function lower bound in equation B.8 may be re-written as in equa-

tion 5.17.



C

Derivations of MPE Training of HLDA

This appendix details the derivation of the gradient of the weak-sense auxiliary function against

parameters of HLDA transforms on a row by row basis, as given in equation 6.5. The derivation

starts from the gradient of the weak-sense auxiliary function in equations 6.2, and 6.4. Finally

the gradient against rows of HLDA transforms in equation 6.5 is derived.

Substituting the gradient information in equation 6.4 into equation 6.2 gives the weak-sense

auxiliary function’s gradients agains the rows of HLDA projections that associated with the useful

and nuisance dimensions repectively. These are given by

∂Q(λ, λ̃)

∂a
(r)
i,i≤p

∣

∣

∣

∣

∣

λ=λ̃

=





∑

j∈r,τ

(γnum
j (τ) − γden

j (τ)) +
∑

j∈r

Dj





c̃
(r)>
i

ã
(r)
i c̃

(r)
i

−
∑

j∈r

ã
(r)
i

σ̌
(j)2
i

{

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

(

oτ − µ(j)
)(

oτ − µ(j)
)>

+Dj

∫

p(o|ψo = Sj , λ̃)
(

o− µ(j)
)(

o− µ(j)
)>

do

}

∂Q(λ, λ̃)

∂a
(r)
i,i>p

∣

∣

∣

∣

∣

λ=λ̃

=





∑

j∈r,τ

(γnum
j (τ) − γden

j (τ)) +
∑

j∈r

Dj





c̃
(r)>
i

ã
(r)
i c̃

(r)
i

−
∑

j∈r

ã
(r)
i

σ̌
(j)2
i

{

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

(

oτ − µ(g,r)
)(

oτ − µ(g,r)
)>

+Dj

∫

p(o|ψo = Sj , λ̃)
(

o− µ(g,r)
)(

o− µ(g,r)
)>

do

}

. (C.1)

To simply the above equations, first let us the case of useful dimensions, i ≤ p, for example,

and examine the following expression.
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∑

τ

(

γnum
j (τ) − γden

j (τ)
)

(

oτ − µ(j)
)(

oτ − µ(j)
)>

+Dj

∫

p(o|ψo = Sj , λ̃)
(

o− µ(j)
)(

o− µ(j)
)>

do

=
∑

τ

(

γnum
j (τ) − γden

j (τ)
)

oτo
>
τ − 2µ(j)

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

o>τ

+
∑

τ

(

γnum
j (τ) − γden

j (τ)
)

µ(j)µ(j)> + Dj

(∫

p(o|ψo = Sj , λ̃)oo>do

−2

∫

p(o|ψo = Sj , λ̃)odo · µ(j)> + µ(j)µ(j)>

)

It is known that p(o|ψo = Sj , λ̃) = N (o; µ̃(j), Σ̃
(j)

) is a Gaussian PDF, hence one may have

∫

p(o|ψo = Sj , λ̃)odo = µ̃(j)

∫

p(o|ψo = Sj , λ̃)oo>do = µ̃(j)µ̃(j)> + Σ̃
(j)

(C.2)

and then equation C.2 may be written as

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

(

oτ − µ(j)
)(

oτ − µ(j)
)>

+Dj

∫

p(o|ψo = Sj , λ̃)
(

o− µ(j)
)(

o− µ(j)
)>

do

=
∑

τ

(

γnum
j (τ) − γden

j (τ)
)

oτo
>
τ − 2µ(j)

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

o>τ

+
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τ

(
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j (τ)
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(

µ̃(j)µ̃(j)> + Σ̃
(j)
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)

=
∑

τ

(
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j (τ) − γden

j (τ)
)

oτo
>
τ + Dj

(

µ̃(j)µ̃(j)> + Σ̃
(j)
)

(C.3)

+

[

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

+ Dj

]

µ(j)µ(j)> − 2µ(j)

[

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

o>τ + Djµ̃
(j)>

]

.

Using the EBW update for Gaussian means and covariances in equation 4.16, and the nu-

merator and denominator statistics defined in equations 4.17, 4.18, the above may be further

simplified as

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

(

oτ − µ(j)
)(

oτ − µ(j)
)>

+Dj

∫

p(o|ψo = Sj , λ̃)
(

o− µ(j)
)(

o− µ(j)
)>

do

=

[

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

+ Dj

]

Σ
(j) (C.4)

and Σ
(j) is the discriminatively updated full covariance using the EBW algorithm in equa-

tion 4.16.
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In a similar fashion, examining the following expression for nuisance dimensions, i > p,

gives

∑

j∈r

{

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

(

oτ − µ(g,r)
)(

oτ − µ(g,r)
)>

+

∫

p(o|ψo = Sj , λ̃)
(

o− µ(g,r)
)(

o− µ(g,r)
)>

do

}

σ̌
(j)−2
i

=
∑

j∈r

σ̌
(j)−2
i

[

∑

τ

(

γnum
j (τ) − γden

j (τ)
)

+ Dj

]

Σ
(g,r). (C.5)

Finally, substituting equations C.4 and C.5 into equation C.1, the gradient against rows of

HLDA transforms given in equation 6.5 may be derived, where the sufficient discriminative

statistics, G(r,i), are accumulated as in equation 6.6.
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